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An assumption of most item response theory models (IRT) is unidimen­
sionality, and an important consequence of this assumption is local item 
independence. Local independence exists when, for any given level of 
the trait being measured, responses to items are statistically independent 
(Hambleton and Swamiinathan, 1985). The weaker form of local inde­
pendence assumes that, for any given level of the trait being measured, 
responses to different items are uncorrelated. 

Even if the content of an IRT-calibrated test meets the assumption 
of unidimensionality, however, it is possible to violate local item inde­
pendence through the use of an inappropriate scoring rubric. Such a vio­
lation is apparent in tests which include sets of items that share a common 
anchor such as a reading passage, a graph, or a portion of computer code. 
When such items are scored individually as dichotomous items (right/ 
wrong), the items within a subset may exhibit local dependence, and, there­
fore, be inconsistent with the assumptions ofunidimensional IRT models. 
When there is a small number of items anchored to a passage, the unidi­
mensional models may be robust to such violations. The trend in ability 
testing, however, is toward subsets of as many as twelve or thirteen items 
anchored to a common stem. In such situations, local dependence among 
items may be problematic. 

Local dependence among test items has substantial consequences in 
IRT applications. Research has shown that local item dependence can 
result in inaccurate estimation of item parameters, information functions, 
and reliability (Sireci, Thissen, and Wainer, 1991; Thissen, Steinberg and 
Mooney, 1989; Wilson, 1988; Yen, 1984; Yen, 1993). An altemative to 
dichotomous scoring of items sharing a common anchor is to consider 
each subsel of items as a single fungible unit or "test1et." The testlet 
score is the total number of individual items within the subset that an 
examinee correctly answers. Wainer and Kiely (1987) first proposed an 
expanded use of testlets, noting that one advantage of such an approach is 
that it shifts the requirement of local independence from the item level to 
the testIet level. This is an expedient move since, as Rosenbaum (1988) 
has shown, local independence may exist at the testlet level even if it is 
violated at the item level. 

A number of polytomous models have been applied in testlet scor­
ing, and there is some indication that different results can be obtained 
depending upon which polytomous model is applied (Wilson, 1988). The 
purpose of this research was to compare three polytomous IRT models in 
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the context of testIet scoring: the graded response model (GRM) 
(Samejima, 1969), the partial credit model (PCM) (Masters, 1982), and 
the generalized partial credit model (GPCM) (Muraki, 1992). 

Models 

Graded response model 

In 1969 Samejima proposed the GRM, an extension of the dichotomous 
two-parameter logistic (2-PL) model, to the multiple category case. In the 
GRM, responses to item i are classified into mi + 1 categories, where m 
represents the highest possible score on item i. The set of possible scores 
on item i, is defined as (0, 1, ... , m). The response categories are ordered 
such that higher category scores represent more of the trait being mea­
sured than do lower scores. 

Thissen and Steinberg (1986). who proposed a taxonomy of IRT mod­
els, classified the GRM as a "difference model." In a difference model the 
probability of an examinee of given trait level sCOling in a particular response 
category is not ohtained directly. Samejima (1969) defined a two stage ap­
proach to finding this probability. First, the probability of an examinee with a 
given trait level scoring in a given category or higher is defined as 

exp[Dad () - bix )]
P*iA () )=--=----'----~- (1)1 + exp[Dad () - bix ) 1 ' 

where 


biX = the category boundary for score x on item i, 


a, = the discrimination parameter for item i, and 

D = scaling constant (1.7). 

The category boundary parameter (hi:< ) is the difficulty parameter 
associated with category score x for item i. It may be thought of as the 
difficulty of getting this category score or one higher. For item i, there are 
m + 1 possible category responses and m category boundaries. For the 
homogenous case of the GRM, the discrimination parameters are assumed 
to be equal across all categories within an item. Equation 1 is used to 
determine P*;xC e) (category characteristic function) for all category re­

sponses except for °or for m + 1. P*;xC e)for extreme category scores are 
defined as follows 

(2) 
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and, 

(3) 

Equation 2 defines the probability of scoring in category 0 or higher 
as unity. Equation 3 defines as zero the probability of scoring higher than 
the highest category score. 

The second step in determining the probability that an examinee of 
given trait level will score in a particular category requires the subtraction 
of adjacent category characteristic functions. Specifically, the probabil­
ity that an examinee with a given trait level will score in a particular 
category is defined as 

p. ((J)= p. *((J)-p. *((J).
Ix Ix 

(4)'x+l 

Samejima defined the item information function for the GRM with the 
following equation: 

(5) 

where 

I; «(J ) = information for, item i, for examinees with trait level equal 

to (J , 

P;xC (J ) = the probability of examinees of a given trait level, (8 ), 
responding in category x, 

p ;x =the first derivative of PJ (J ), 

pit =the second derivative of P. (e).
m tt 

As Samejima showed, the second term in Equation 6 is equal to zero 
and, therefore, drops out of the equation. The test information function is 
equal to the sum of the item information functions. 

Partial credit model 

In 1982 Masters introduced the partial credit model (PCM). As is 
the case with the GRM, the PCM is useful for items with more than two 
response categories. Like the GRM, the PCM assumes ordered category 
responses. Unlike the GRM, however, the PCM is what Thissen and 
Steinberg (1986) have classified as a "divide by total model." In divide 
by total models, the denominator is equal to the sum of all possible nu­
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merators, and the probability of an examinee of given theta level scoring 
in a particular category is obtained directly. Another distinction between 
the PCM and the GRM is that the fonner is a member of the Rasch family 
and does not include a discrimination parameter in the model. 

Masters considered the category responses associated with a given 
polytomous item as a series of successive "steps." An examinee either 
succeeds or fails each step within an item. An individual's category score 
is the sum of his or her step scores, i.e., the number of steps passed. Mas­
ters defined the probability of a given category score as 

(x= 0, ... m), (6) 

where 

bix =the difficulty of the step associated with the category score, x, 
for item i, and, 

mj =the highest possible score on item i. 

Though the response categories must be ordered when using the PCM, 
the step difficulties do not have to be ordered; i. e., reversals are allowed. 

Generalized partial credit model 

Muraki (1992) has proposed the generalized partial credit model 
(GPCM), an extension of the PCM. In contrast to the PCM, in the GPCM 
the discrimination parameter is allowed to vary across items. In the GPCM, 
the probability of a particular category score, x, given theta is defined as 

(7) 

a

where 

j = the discrimination parameter for item i, and 

bjk = the difficulty of the step associated with category k, (k = 1, . 00, m). 
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As is the case with the PCM, reversals are allowed in the GPCM. 

Method 

Data Sets 

Two data sets were employed in this study, one archival and one 
simulated. The archival data set was obtained from a fall, 1994 adminis­
tration of the College Board's Scholastic Assessment Test I (SAT I) and 
was composed of the responses of 2,548 examinees to the verbal section 
of this test. The SAT I Verbal section included 19 analogies, 19 sentence 
completions and 40 critical reading questions. The critical reading ques­
tions were grouped into testlets, with between 5 and 13 items per testlet. 
The SAT I data set was included to allow comparisons among the PCM, 
GPCM, and GRM in an actual testing context. 

To complement the SAT I data, a simulated data set (N=2000) was 
generated using a linear factor analytic approach suggested by Wherry, 

Table 1 

Input Factor Loadingsfor the Generation of the Simulated Data Set 

Item # Factor I Factor II Item # :Factor I Factor IT 

1 0.42869 -0.35061 22 0.12980 0.05308 
2 0.44546 -0.30539 23 0.23553 0.16661 
3 0.47899 -0.29618 24 0.41396 -0.08526 
4 0.42941 0.11230 25 0.50779 -0.17141 
5 0.44974 0.13179 26 0.52690 -0.03497 
6 0.38194 0.05426 27 0.44592 ~0.05639 

7 0.57085 0.20179 28 0.32087 -0.05456 
8 0.46524 0.09206 29 0.43387 -0.01801 
9 0.32207 0.02620 30 0.55128 0.08400 
10 0.36134 0.15202 31 0.45327 0.09282 
11 0.28833 -0.05559 32 0.43707 0.06332 
12 0.32170 -0.13629 33 0.28765 -0.03655 
13 0.37487 -0.14023 34 0.43899 -0.10330 
14 0.25547 -0.03412 35 0.42145 0.03005 
15 0.28145 0.02876 36 0.31636 0.07735 
16 0.52793 0.01819 37 0.32793 0.03327 
17 0.45729 0.00884 38 0.35608 0.11903 
18 0.38849 0.04263 Testlet 1 0.77583 -0.08570 
19 0.55508 0.01466 Testlet 2 0.65200 -0.8226 
20 0.32466 0.05076 TestIet 3 0.80761 0.1349 
21 0.31256 0.17257 TestIet 4 0.83078 0.0948 
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Naylor, Wherry, and Fallis (1965). The advantage of generating data us­
ing this approach over generating data to fit the models in the study is that 
the factor analytic approach does not prejudice the data toward one model 
or another. Data that are model-neutral allow for the clearest comparison 
among models. The generation program required the input of: (1) a fac­
tor loading matrix for the test items and (2) z-score cutting points. Since 
the purpose of this research was to make comparisons which would gen­
eralize to practical testing situations, an effort was made to simulate data 
that were similar to real data. To that end, the factor loadings for the 
simulation program were obtained from a principal axis factor analysis of 
the 38 dichotomous items and the 4 testlets of the SAT I Verbal data set 
(Table 1). The z-score cutting points for the items were chosen so that the 
frequencies of possible item scores approximated that of the SAT I Verbal 
data. Since the theta scale is similar in range to the z-score scale, the 
cumulative proportions of item scores from the SAT I Verbal data were 
converted to the z-scores associated with corresponding proportions un­
der the normal curve. 

Parameter Estimation 

The PARSCALE (Muraki and Bock, 1993) software package was 
used to estimate the parameters of both the SAT I Verbal data and the 
simulated data sets. Parameter estimates were obtained using the GRM, 
GPCM, and PCM. PARSCALE employs a marginal maximum likelihood 
EM algorithm for item parameter estimation (Muraki, 1992). This algo­
rithm consists of two steps: (I) provisional expected frequency and sample 
size are calculated, and (2) the marginal maximum likelihood is estimated. 
The steps are repeated until item parameter estimates stabilize. Finally, 
maximum likelihood is used to estimate person parameters. 

Analyses 

Comparison of Theta Estimates 

For the SAT I Verbal data set, the Pearson product-moment (PPM) 
correlations among theta estimates from the GRM, GPCM, and PCM were 
calculated. For the simulated data set, the PPM correlations between each 
of the model's theta estimates and simulees' z-scores on the first factor 
were computed. Since the simulated data were generated to have a domi­
nant first factor, use of the z-score for the first factor as a representation 
of theta level was deemed reasonable. In addition to PPM correlations, 
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the root mean squared errors (RMSEs) for each model's estimates were 
calculated for the simulated data. As with the PPM correlations, the z­
score for the first factor represented a simulee's theta level. The differ­
ence between the model's estimate of theta and the z-score for the simulee 
on the first factor was defined as the amount of error for each simulee. 
These errors were squared and averaged ac.ross simulees. The square root 
of t11is quantity served as the RMSE. 

Information 

The third set of analyses was a comparison of the information func­
tions from each model across the theta scale on each data set. Calculation 
of test information was accomplished using the IRTINFO program 
(Fitzpatrick, S.J., Choi, Chen, Hou, and Dodd, 1994). Before lhe infor­
mation functions were compared, it was necessary to equate them 
(Fitzpatrick and Dodd, 1997). True score equating based on test charac­
teristic curves (TCCs) is one of the most widely used IRT equating tech­
niques (Stocking and Lord, 1983; Baker and AI-Karni, 1991; Baker, 1992; 
Baker, 1993). Because the itcm parameters of different models are not 
always defined in the same manner, however, this technique is not appro­
priate when different TRT models have been used to calibrate the same 
test. The GRM (Samejima, 1969), for example, requires the b parameters 
to be ordered, while the PCM (Masters, 1982) and the GPCM do not. 
Therefore we employed an equating approach developed by Fitzpatrick 
and Dodd (1997) for correcting the information function for the param­
eterscale transformation. The procedure involves the use of an unspeci­
fied monotonic transformation of the theta scale of one model to bring its 
TCe into correspondence with the TCC from the base model. An equa­
tion that models the transformation is then obtained and used to modify 
the information function of the model to be equated to place it on the 
same scale as the base model. The PCM served as the base model for the 
current study. For each data set, once the information functions were 
equated, information was compared across models. 

Model Fit Analyses 

In addition to the analyses described above, the three models were 
compared with regard to model fit. Hambleton and Swaminathan (1985) 
have suggested residual analysis as a way of assessing model rit. In this 
approach, the empirical probabilities of scoring in a given category are 
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calculated for different ranges of theta. Consider the example of a five 
category polytomous item. Suppose for examinees whose estimated theta 
falls between -1.0 and -0.5, 18% scored '0,' 22% scored '1,' 40% scored 
'2,' 15% scored '3,' 5% scored '4,' and no examinees scored '5.' The 
empirical probabilities for scores of '0' through '5' would be 0.18, 0.22, 
OAO, 0.15, and 0.00, respectively for the theta range -1.0 to -0.5. The 
empirical probabilities are calculated in the same manner for each range 
of theta. The empirical and theoretical probabilities (category character­
istic functions) are then plotted against theta, where theta is equal to the 
midpoint of the theta range for which the empirical probabilities are de­
fined. The difference between the empirical and the theoretical prob­
abilities is defined as the residual. 

For the present study, empirical and theoretical probabilities were 
calculated for all testlets, all models and both data sets. The increment of 
theta used for calculating empirical probabilities was 0.5. In order to 
ensure stable probability estimates, empirical probabilities were not cal­
culated for theta ranges in which less than 30 examinees fell. Because 
results were similar for each of the four testIets, only the probabilities for 
the five item TestIet 2 were selected to be presented graphically. This 
testlet was chosen because it had the fewest items and the plots of its 
theoretical and empirical probabilities, therefore, were the easiest to read. 

Results 

Item Parameter Estimates 

The item parameter estimates from the testIets of the PCM, GPCM, 

and GRM calibrations are reported for the SAT I Verbal data and the 
simulated data in Tables 2 and 3, respectively. Item parameter estimates 
for the dichotomous items are available from the corresponding author 
upon request. 

Table 4 

Pearson Product-Moment Correlations among Theta Estimates for the SAT I 
Verbal Data Set 

PCM 

GPCM 

GRM 

PCM 

1.0000 

GPCM 

0.9921 

1.0000 

GRM 

0.9919 

0.9877 

1.0000 
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Table 5 

Pearson Product-Moment Correlations among Theta Estimates and First Fac­
tor z-Scores for Simulated Data Set 

PCM GPCM GRM 1st Factor z-Score 

PCM 1.0000 0.9748 0.9883 0.9454 

GPCM 1.0000 0.9813 0.9349 

GRM 1.0000 0.9462 

1st Factor z-Score 1.0000 

Comparison ofTheta Estimates 

Table 4 reports the PPM correlations among the PCM, GPCM, and 
GRM theta estimates for the SAT I Verbal data set. Table 5 reports this 
information for the simulated data set. As the tables indicate, the correla­
tions among the models were quite high. For the SAT I Verbal data, the 
correlations ranged from 0.9877 to 0.9921. For the simulated data, the 
correlations ranged from 0.9748 to 0.9883. The PPM correlations be­
tween the theta estimates of the various IRT models and the first factor z­
scores of the simulated data also were quite strong, though not as strong 
as those found among theta estimates. These correlations ranged from 
0.9349 to 0.9462. The RMSEs for the simulated data set were quite simi­
lar across models. The obtained values were 0.3157,0.3301, and 0.3317 
for the GRM, PCM, and GPCM, respectively. 
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Figure 1. Test Information Functions for the SAT I Verbal Data Set. 
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Figure 2. Test Information Functions for the Simulated Data Set. 

Information Analyses 

Figure 1 presents the test information functions for the calibrations 
of the SAT I Verbal data, after equating. Figure 2 presents this informa­
tion for the calibrations of the simulated data set. The plots of the infor­
mation functions for both data sets indicate that the GPCM yielded more 
information than the PCM at middle ranges of theta and that the GRM 
yielded more information than the PCM or GPCM across almost the en­
tire range of the scale. The relationships among the various models' in­
formation functions is partly explained in comparing their item parameter 
estimates. Information functions are directly related to the slope of the 
item characteristic functions and the conditional variance at each level of 
theta. The steeper the slope and the smaller the conditional variance, the 
greater the information. The discrimination parameter is proportional to 
the slope of the item characteristic function. Therefore, tests whose items 
have greater discrimination parameter estimates tend to yield steeper in­
formation functions. Recall that the PCM does not include any item dis­
crimination parameter (therefore, its value was set to 1.0 in the PARSCALE 
calibration). When the data do not fit this assumption of the PCM, the 
information functions will be artificially inflated or deflated depending 
upon whether the 1.0 estimate is an over- or an under-estimate of item 
discrimination. As indicated in Tables 2 and 3, in the GPCM, where the 
discrimination parameters were estimated, the values were below 1.0. This 
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Figure 5. Empirical and Theoretical Probabilities for the GRM Calibration of 
Testlet 2 of the SAT I Verbal Data Set. 

result suggests that the information functions of thePCM may be some­
what inflated because the model does not include nor estimate item dis­
crimination parameters. The greater putative information obtained with 
the GRM can be explained in part by the relatively high value of the dis­
crimination parameter estimates for the model. As reported in Tables 2 
and 3, the discrimination parameter estimates for the GRM were substan­
tially higher than those for the GPCM. 

Model Fit Analyses 

The empirical and theoretical probabilities for Testlet 2 are presented in 
Figures 3 through 8. As can be seen in Figures 3 and 4, the PCM and GPCM 
fit well the empirical probabilities of the SAT I Verbal data across all category 
scores, and the GRM fit well across most category scores (Figure 5). For a 
category score of '5,' however, the GRM theoretical probabilities were lower 
than the empirical probabilities for thetas less than or equal to 0.0. For theta 
values of 1.0 and above, the GRM theoretical probabilities were higher than 
the empirical probabilities for this category. 

As can be seen in Figures 6 through 8, all three models fit the simu­
lated data set well across categories, though the PCM fit a category score 
of '5' least well. In the PCM calibration, for a category score of '5,' the 
theoretical probabilities were higher than the empirical probabilities for 
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Figure 8. Empirical and Theoretical Probabilities for the GRM Calibration of 
Testlet 2 of the Simulated Data Set. 

thetas less than 0.0. The theoretical probabilities were lower than the 
empirical probabilities for thetas of 1.0 and greater. 

Discussion 

The results of this study suggest that, with regard to the estimation of 
theta, the PCM, GPCM, and GRM all perform equally well in the context of 

. testlet scoring. For both data sets, the three polytomous IRT models yielded 
theta estimates that were strongly associated with each other, and, for the 
simulated data set, strongly associated with their corresponding first factor 
z-scores. The RMSEs, calculated for the simulated data set, ranged from 
0.3157 to 0.3317. The correlations for the simulated data set were lower 
and the RMSEs were higher than the results obtained by Dodd (1984) when 
she compared polytomous IRT models in the context of attitude scaling. 
However, the scale that Dodd employed had 30 polytomous items and, since 
test information is cumulative, this scale could be expected to perform as 
well as or better than the items used for the present study. 

All three models compared in this study were found to exhibit good 
model to data fit across data sets as assessed by the plots of empirical and 
theoretical probabilities. The PCM performed as well or better than the 
GPCM and the GRM for the SAT I Verbal data set The GPCM and the 
GRM fit the simulated data set slightly better than did the PCM. 
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The similarity in the fit of the PCM with the other two models may 
be due, in part, to the similarity in the discrimination of the four testlets. 
As shown in Table 1, the first factor loadings obtained for the four testlets 
of the SAT I Verbal data were similar, ranging from 0.65 to 0.83. Since 
the testlets of the simulated data set were generated based on these factor 
loadings, the simulated testlets would also be expected to be similar in 
discrimination. The discrimination parameter estimates based on the 
GPCM and the GRM calibrations are somewhat similar in range, though 
this is much more the case for the SAT I Verbal data (GPCM: 0.83 to 0.96, 
GRM: 1.62 to 2.72) than for the simulated data (GPCM: 0.57 to 0.88, 
GRM: 1.26 to 2.37). 

Based solely on the comparisons of theta estimation and model to 
data fit, there appears to be no clear advantage in selecting one model 
over the other. The one analysis which yielded notable differences among 
models was the comparison of information functions. The calculated in­
formation for the GRM was greater than either the PCM or GPCM across 
most of the range of theta. It is intriguing that this clear advantage in 
putative information did not express itself, however, in substantially stron­
ger correlation coefficients or smaller RMSEs in comparison to the PCM 
and GPCM. The practical implications of the slightly greater information 
observed with the GRM should be explored. 

All three models performed well in theta estimation. With regard to 
model selection, however, Andrich (1995) has argued that theoretical con­
siderations, as well as empirical, should govern the choice of a model for 
a given psychometric application. He contends that the model should be 
consistent with the underlying response process. Andrich describes how 
common uses of what he calls "Thurstone models," including the GRM, 
are "internally inconsistent" because of a mismatch between the response 
process that occurs and the one that is modeled (e.g., joining assumption 
holds, trait level estimate is not explicitly separated from the location of 
response category thresholds, etc.). In the current context, based on the 
empirical findings, !heoretical considerations, and parsimony, a case can 
be made for choosing the PCM over the GPCM or GRM. 

Conclusions 

The models examined in this study were compared using several indi­
ces and approaches, but no single set of analyses was sufficient to describe 
the relationships among the models. It is concluded, therefore, that model 
selection is most appropriately undertaken after considering a number of 
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factors. As Andrich has described, there should exist a consistency be­
tween the model and the response process (Andrich, 1995). Assessment of 
the degree to which data sets meet model assumptions is also an important 
consideration, especially since violation of these assumptions may affect 
putative information. Plots of empirical and theoretical probabilities are 
useful in assessing model fit. When there is sufficient model to data fit, 
information functions are helpful in comparing models. For simulated data 
sets, both RMSE and PPM correlations should be considered in evaluating 
the accuracy of models with regard to theta estimation. 

Limitations and Suggestions for Future Research 

The results of this study are limited by the choice of data. The SAT I 
is a well-constructed, high-stakes exam and the simulated data were mod­
eled upon it. Comparison of polytomous IRT models in other contexts 
should be undertaken to ascertain the degree to which the results obtained 
in the present study are consistent across a variety of psychometric settings. 
The results of this study suggest a number of areas which warrant further 
exploration. These include the effect on local dependency of testlet length 
and of the ratio of number of testlet items to total number of items; the 
robustness of different models to local dependency, particularly with re­
gard to item parameter estimation; the success of different polytomous 
models in estimating theta at different ranges of theta; and, the relationship 
between violations of model assumptions, information, and model fit. 
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Introduction 

In clinical medicine, the understanding of grades of severity of disease 
has generally been implicit and acquired during an apprenticeship style of 
clinical training. Yet, in medical research, it is necessary to have ratings 
of grades of actual severity which are explicit, well-defined and on which 
medical raters agree. 

One example of a disease in which severity has been poorly mea­
sured and grades of severity poorly defined is Atopic Dermitis (AD), of­
ten referred to as "atopic eczema". AD itself has been variously described. 
It is essentially a skin disease which is "a specific dermatitis in the abnor­
mally reacting skin of the atopic, resulting in itch with sequelae as well as 
inflammation" (Rajka, 1986). 

There have been a number of attempts to develop both a measure for 
overall AD severity and an index to define grades of severity. One of the 
most recent attempts has been described in the consensus papers from the 
European Task Force on Atopic Dermatitis and is provided on the web­
site, http://adserver.sante.univ-nantes.frIScorad_CourseICD-ROM.html. 
These papers and the web-site describe a severity measure and index for 
grading AD severity, referred to as SCORAD (European Task Force on 
Atopic Dermatitis, 1993; Kunz, et aI., 1997). This work was being devel­
oped coincidentally with that described in this paper. 

Scoring systems have generally been vague about the AD body sites 
and AD morphology and/or scored extent separately from morphology. 
Both are important to clinical assessment and may well influence how 
patients or parents (on behalf of their children) adhere to treatment 
(Koblenzer, 1989; Gil, et aI., 1988; Noren and Melin, 1989; Ewing, et aI., 
1991). In one study, severe AD was defined behaviourally, as AD requir­
ing outpatient visits every three months (Devlin and David, 1992). Where 
AD severity has been rated, reliability and validity of the ratings gener­
ally have not been established. 

One of the more precise scoring systems (Atopic Dermatitis Area 
and Severity Index, ADASI) was that by Bahmer, Schubert and Schafer 
(1991) using a detailed body chart. The total severity score was based on 
the sum of grids (superimposed over a diagram of a body) using a colour 
code for severity. They provided no information about standardisation of 
this grid system, nor information about reliability, especially inter-rater 
reliability of the coding system. Though, later, ADASI (Atopic Dermati­

http://adserver.sante.univ-nantes.frIScorad_CourseICD-ROM.html
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tis Area and Severity Index) was shown that it could be used to detect 
skin changes in AD severity (Bahner and Schafer, 1992). 

The reliability of SCORAD was estimated by determining level of 
agreement between ten trained clinicians evaluating ten slides on five 
morphological features. The results showed that reliability varied across 
the different scales and some unreliable scales were maintained in the 
final SCORAD version. For example, one of the morphological features, 
mild edema/papulation had agreement "corresponding to 54% probabil­
ity graded identically by 2 clinicians randomly chosen" (p.25). More­
over, the 5 morphological features were not entirely consistent with those 
set out by standard work by Hanifin (1989), though even this latter work 
was not without criticism. 

SCORAD and the Hanifin index had each morphological feature 
rated on a scale of none, mild, moderate and severe. These features, how­
ever, were to be graded with no reference to body sites that were scored 
separately as AD extent. Also, the criteria for each of these gradations 
were not operationally defined in words; for example, the definition of 
"severe" (in contrast to "moderate") was not provided. Photographs were 
provided by the European Task Force in Atopic Dermatitis (1993). How­
ever, it was acknowledged that some features were difficult to grade from 
photos. Thus, inter-observer reliability and validity of the early index 
and the recent SCORAD system continue to remain questionable (Jemec 
and Wulf, 1997; Sprikkelman, et aI., 1997). 

Costa, Rilliet, Nicolet and Saurat (1989) developed a system and 
took steps to investigate the reliability of two summary scores, one of 
which was "simple" (8 morphology items and 10 sites) and the other more 
"complex" (6 morphology items and 20 sites). They assessed a small 
number of patients (n=14), over an unspecified number of visits for each 
individual, for a total of 100 visits. Items were included for pruritus, loss 
of sleep and for global "evolution" indicating any change from remission 
to worsening. Results for the simple system showed an approximately 
normal distribution, whereas the distribution for the complex one was 
positively skewed. That is, the simple scale was more statistically satis­
fying. They did not say which distribution more accurately reflected clini­
cal presentations. The simple and complex scales were highly correlated 
(r=.90). Using the Wilcoxon signed rank test, however, showed that "the 
more elaborate method was less reproducible when two physicians' re­
sults were compared" (p. 45). Thus, Costa, et ai. (1989) did acknowledge 
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the need for a reliable measure, but also demonstrated that it was difficult 
to obtain one. 

Unless a well designed severity measure can be shown to be reliable 
and valid, outcome studies will be compromised. There will continue to 
be a paucity of information about diagnostic and descriptive variation as 
a contaminator in empirical research (and clinical judgement). More­
over, it will not be possible to develop an index for grades of severity nor 
reliably document the pattern of AD, according to age and sex of patients. 
Clinical evaluations of the disease will not be verifiable. 

Thus, the aim of the present study is to develop a reliable and valid 
measure of the AD severity that can be used both in research and by busy 
medical practitioners. The severity measure can also be an index capable 
of detecting patterns of distribution and morphology, in each phase of the 
disease and at each developmental stage. 

The Development of the Measure 

The best solution to the search for a brief clinical measure was a 
paper and pencil measure. Physical and laboratory findings sometimes 
yield variable results dependent upon operator skill and type of measure 
(Agner et aI., 1990) and are no more reliable (Sackett et aI., 1991). It was 
decided that items for the measure were to be drawn from reports by der­
matologists (expert opinion) and from a literature review, particularly from 
the work of Hanifin and Lobitz (1977) and Rajka (1989). 

The morphological features chosen were scale/dryness(S), licheni­
fication /thickness(L), erythema/redness(Er) and excoriations/scratch 
marks(Ex) summarized by the acronym, SLEE (coined by one of the au­
thors, G.V.). Each morphological feature was to be rated for site and 
severity. Global items for the extent of each body area with AD and a 
severity estimate for each body area were also to be included. These 
requirements meant that the initial pool had 176 items, but this was re­
duced to 77 items to simplify the measure for use in clinics. Scaling 
methods were reviewed (Kline, 1986; Streiner and Norman, 1989) and 
the scale adopted was "none, mild, moderate and severe". 

Thirty-eight items related to personal and family history of atopy and 
other aspects not descriptive of the actual clinical manifestation ofAD were 
not included the analysis. This paper will focus on the 49 (7 x 7) site and 
morphology items that were located on the measure in a sequence that would 
be consistent with a clinical examination of a patient. The sequence was, 
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face, arms, hands, legs, feet and front and back. Each site was coded from 
o(none) to 3 (severe) for scale, lichenification and erythema. Excoriations 
were counted and coded as less than 5 (coded as 1) to more than 20 (coded 
as 3). Flexures (folds) for head and neck and limbs were coded separately 
as either 0 (absent) or 1 (present). Similarly the areas of scalp and napkin 
area (for infants) were coded as absent or present. 

This paper and pencil measure was piloted to determine how "man­
ageable" it was for the clinician and for ease of completion. The pilot 
study sample consisted of 15 children (age 3 months to 15 years) who 
attended a public specialist dermatology clinic. The parents of the pa­
tients gave informed consent for the treating doctor to assess their chil­
dren. Three doctors administered the measure on 15 children. Five children 
were assessed on more than one occasion giving a total of20 assessments. 
One doctor completed four, one completed nine and one completed seven 
assessments. The treating doctor was advised to complete the measure, to 
describe the AD "as it is now". 

Visual appraisal of the completed measures showed that missing 
data could represent true negatives or may be due to the format. Each 
measure also took a long time to complete and codes were inconveniently 
placed. Consequently, the number of items was reduced to 29 and the 
format revised. This new measure was given the name ADAM, an acro­
nym for Atopic Dermatitis Assessment Measure (see Figure 1). Opera­
tional definitions of "mild", "moderate" and "severe" were generated at a 
meeting of staff of the Dermatology Unit. As this was a time consuming 
occupation for preoccupied clinicians, discrepancies in criteria and some 
variations in the content of the photographs were accepted. Definitions 
of pruritus were adopted from Rajka and Langeland (1989). All defini­
tions were put together in a manual which is available from the first au­
thor. Photographs were located by dermatologists to enhance their 
definitions. In order to evaluate this measure, a series of studies was un­
dertaken. 

Study 1 

Study 1 was to determine if theADAM measure could provide an 
adequate summary of doctors' ratings of AD severity. There appear to be 
two conventional ways of developing a summary scale. Firstly, all rated 
items could be summed, however, this common practice is not considered 
appropriate (Zhu, 1996). Secondly, each item could be analysed and a 
factor analysis conducted to assess uni-dimensionality. 
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Date: 	 Name: ........................... . 


Completed by: 	 UR: ............................. . 

DOB: ................... . 

Sex. M=1 F=2 

1. 	 PRURITUS: 
Please circle the appropriate word 

None=O Mild=1 Moderate=2 Severe=3 

2. 	 SITE & MORPHOLOGY: 
Please place the appropriate number in each box 

O=None, 1=mild 0= <5, 1 =5-20 
2=moderate, 3=severe 2= >20, 3=fissured 
Scale Licheni- Erythema I Excori- I 
Dryness fication ations I 

FACE [-I [_I 	 [_I [_I 

ARMS [_I Ll 	 [_I [_I 

HANDS Ll [--1 	 [_I [_I 

LEGS [_I [_I 	 [_I [-I 

FEET l_l [-I 	 Ll [_I 

TRUNK LI [_I 	 [_I [_I 

Please circle the appropriate word. for these sites: 

SCALP Present Absent 

NAPKIN AREA Present Absent 

FLEXURES: HEAD & NECK Present Absent 
LIMBS Present Absent 

3. 	 GLOBAL RATING OF SEVERITY: 
Please circle the appropriate word 

None=O Mild=1 Moderate=2 Severe=3 

Figure 1. ADAM: Atopic Dermatitis Assessment Measure (©Denise Charman, 
George Varigos 1997) 
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Method 

Participants: Children (N=171) with active AD who were consecu­
tive patients to dennatology clinics at the RCH over a twelve month period 
were recruited. The children were new and old patients to the clinic (mean 
age=54 months, ranging from 4 to 193 months). There were 98 (57.3%) 
males (mean age=47 months) and 68 (39.8%) females (mean age=62 
months). Five (2.9%) children did not have their sex recorded and 19 chil­
dren did not have their age recorded. The doctors: There were three der­
matologists and two dennatology trainees supervised by the Head of the 
Unit. 

The ADAMmeasure: The ADAM measure comprises items scored on 
either a four point rating scale ("none", "mild", "moderate" or "severe") or 
a two point scale ("present" or "absent"). The doctors were advised when 
rating the site and morphology section, they could leave a blank rather than 
a zero when AD was absent. 

Procedure: Participants were assessed in the dennatology clinics of 
the Royal Children's Hospital in Melbourne. Their treating doctor was 
instructed to rate the AD "as it is now". 

Results 

The scored ADAM measures were examined to determine if partici­
pants met the criteria for the diagnosis of AD. All children had some sites 
of the body with some morphological features of AD. Eleven (6.5%) 
children had no record of family history for eczema, asthma or hay fever. 
Sixty-six (38.4%) had a family history of asthma, 63 (36.6%) had a fam­
ily history of hay fever, and 68 (39.5%) had a family history of eczema. 
Only 11 (6.5%) children had no family history of atopy. Personal histo­
ries showed 14 (25%) had asthma and 6 (11 %) had hay fever. Five (10%) 
had other skin problems, and 14 (25%) had health problems, including 
allergies, diarrhea, eye cancer, and a heart munnur. 

All item frequency distributions were positively skewed with high 
frequencies for zero responses. However, the pattern of zero frequencies 
did not reduce to SLEE, the order of the columns on the ADAM measure. 
Nor was the pattern of zero frequencies related to the order of body sites. 
Thus, no response sets were evident. 

There were low frequencies for "severe" in the site and morphology 
section, with frequencies ranging from 1 (face/lichenification) to 24 (hands/ 
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erythema). AD appeared more often on the arms and legs and less often 
on feet and hands. AD on the face appeared as moderate scale or erythema 
and less often as lichenified or excoriated. Arms and legs had lichenifica­
tion and were moderately excoriated. The trunk had scale, but was less 
frequently excoriated or lichenified. The assessment of trunk required 
undressing the child and yet this site was as likely to be endorsed as face. 
These patterns concur with clinical impressions. Overall, morphological 
features were evident in decreasing order from erythema, scale, excoria­
tions to lichenification. 

On the summary global severity rating item, there were 74 (43%) 
with "mild" eczema, 82 (48%) with "moderate eczema and 12 (7%) with 
"severe" eczema. Of the five (3%) children admitted to hospital on the 
day of assessment, three had "severe" global ratings and two had "moder­
ate" ratings. All the subjects were followed for six months from the day 
of assessment. During this time, 20 children were admitted for unspeci­
fied reasons. Three (15%) children had "severe" global ratings, 11 had 
"moderate" and 6 had "mild" ratings. There were 9 patients with "se­
vere" global ratings who were not admitted. In short, there was no pattern 
evident between global rating and being admitted. 

As a measure of severity, the disparate items on the ADAM measure 
need to constitute a un i-dimensional scale defined as "the existence of 
one latent trait underlying the data" (Hattie, 1985, p.l57). The following 
hypothesis was proposed: It will be possible to identify one factor to 
represent the relationships among the items on the ADAM measure and 
the item test score correlations will be reasonably homogeneous (refer to 
Hambleton, Swaminathan and Rogers, 1991). 

To analyze the data further, moderate and severe codes were col­
lapsed into one and the ADAM items correlated. Missing data were 
recoded as zeros in accordance with instructions to assessing doctors. The 
correlation matrix was analyzed with Principal-Components analysis, us­
ing listwise deletion of cases. The plot of eigenvalues was examined to 
determined whether a dominant first factor was present (Hambleton, 
Swaminathan and Rogers, 1991). A "break" in the eigenvalues was easily 
be identified. The first eigenvalue was 7.20 (24.8% of the variance), then 
the eigenvalues reduced to 2.73 (9.4%), 2.29 (7.9%), 1.9 (6.7%) and so 
on. All factor loadings were .41 and above except for the face items 
where factor loadings ranged from .21 to .31. The items loading onto the 
second factor were the scale dryness (S) items. The items loading onto 
the third factor were the face items. 



ASSESSMENT MEASURE FOR ATOPIC DERMATITIS 29 


Discussion 

The ADAM measure did provide the required specific information 
for a diagnosis of AD and detected differences in the type and severity of 
morphological features of AD detected on body sites. Interestingly, the 
global ratings of severity were not associated with hospital admission. 

The general factor, expressed as the percentage of total variance 
(28%) was taken as evidence of uni-dimensionality (Hattie, 1985). A 
further and alternative index for uni-dimensionality which is the differ­
ence between the first and second eigenvalues divided by the difference 
between the second and third eigenvalues. This ratio is 4.46/.34 = 13.1. 
Thus, the ADAM measure can be considered to be uni-dimensional. 

Study 2 

Since total scores on rating scales such as the ADAM measure may 
be misleading and not to be used to estimate reliability (Zhu, 1996), this 
study of the reliability continued the examination of independent items to 
determine the level of inter-rater agreement. The ADAM measure re­
quires visual assessment of AD without any physical or laboratory find­
ings. Under these circumstances, the question needs to be asked, how 
well do doctors agree on grades of severity, that is, "none", "mild", "mod­
erate" and "severe"? 

Method 

Participants: Fifty-one children who presented to dermatology clin­
ics at RCH, who had active AD diagnosed by specialist dermatologists. 
Each child was assessed by two doctors. There were 31 (61 %) male and 
20 (39%) female children, aged between 5 and 161 months, M=70.3, 
SD=53.7, n=42, (age not recorded for 9 observations). Doctors. There 
were three dermatologists and two dermatology trainees supervised by 
the Head of the Unit. 

Procedure: A doctor completed the measure to assess a child's AD, 
and then requested a second doctor, who was blind to the first assessment, 
to assess the child. The two assessments were done within a half hour 
period. The frequencies with which doctors provided data were 16 (15%), 
32 (31 %), 10 (10%),25 (24%) and 19 (18%). 

Analysis: Pooled kappas which were not weighted (Fliess, 1981) 
were computed with True Epistat Statistical Package (Gustafson, 1991). 
One-tailed test of significance was adopted since it was expected that 

http:4.46/.34
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Table 1 

Kappas for Sites and Morphological Items 

Pooled Kappas 
Item 
Pruritus 
Face Scale 

Lichenification 
Erythema 
Excoriations 

Arms Scale 
Lichenification 
Erythema 
Excoriations 

Hands Scale 
Lichenification 
Erythema 
Excoriations 

Legs Scale 
Lichenification 
Erythema 
Excoriations 

Feet Scale 
Lichenification 
Erythema 
Excoriations 

Trunk Scale 
Lichenification 
Erythema 
Excoriations 

Scalp 
Napkin area 
Head/neck flexures 
Legs/arms flexures 

* p<.OI 

K SE 
.60* .12 
.45* .10 
.21 *** .10 
.34* .10 
.51 * .11 
.41* .10 
.29* .10 
.34* .10 
.57* .10 
.50* .11 
.26* .11 
.45* .11 
.52* .11 
.40* .10 
.26 .09 
.37* .10 
.51 * .10 
.47* .14 
.33* .11 
.32* .11 
.35* .11 
.13 .14 
.30* .10 
.38* .09 
.38* .10 
.78** .09 
.56** .13 
.39** .17 
.64** .15 

** p<.05 The upper and lower 95% confidence intervals for kappa did not 
include zero and can be considered as significantly different from zero 

***p<.02 

both doctors would be scoring in the same direction. Ninety-five percent 
confidence intervals were also used. Currently, there is no agreed absolute 
value for significance ofkappa beyond which it can be claimed that there is 
significant agreement between raters. However, the criterion kappa greater 
than .70 was chosen (Gustafson, 1991; Kramer and Feinstein, 1981). 
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Results 

The number of paired observations recommended by Cicchetti and 
Fliess (cited in Fliess, 1981) was n>3k2 = 48, where k is the number of 
categories, was obtained for all items except pruritus. Consequently, the 
results for pruritus should be interpreted with caution. Where examina­
tion of item contingency tables revealed a frequency of only one, this 
single event was recoded as missing data. Seventeen items had scores at 
three levels, "none". "mild" and "moderate". The computed kappas are 
provided in Table 1. 

Kappa values, in absolute terms, for the dichotomous items varied 
from "fair" (.39) to "substantial" (.78) reproducibility. These kappas were 
statistically different from chance agreement. Of the pooled kappas, none 
reached an absolute value of .70 or greater. Even so, all (with the excep­
tion of trunk/scale) were estimated as significantly different from zero 
(alpha=.05). Agreement on lichenification was poorest with absolute val­
ues of pooled kappa ranging from .21 to .30. Agreement on erythema 
ranged from .32 to .45, for scale .41 to .50 (omitting trunk) and for exco­
riations .35 to .57. Agreement was higher for hands (range .45 to .52) and 
least for trunk (.13 to .38) omitting lichenification. 

Discussion 

Kappa results have indicated that there were statistically significant 
agreements between the doctors when rating features of AD on the ADAM 
measure. The absolute values of the kappas, however, indicated that agree­
ment was far from optimal. Moreover, there were some serious problems 
with agreement with scale on the trunk and lichenification on any site. 
The skin on the trunk could act as a "baseline" in that it could be the site 
expected to be the most "normal". Ifthis is the case the poorer agreement 
could reflect differences of opinion of what constitutes "normally" dry or 
scaly skin. Moreover, agreement on "severe" AD was not found. 

1\vo thirds ofthe sample had been seen previously by clinic doctors. 
AD of familiar patients may be assessed with a bias. Bias and prevalence 
may reduce rather than increase the reliability of the kappas (Byrt et aI., 
1993). To the extent to which the scales were operationally defined, how­
ever, these response biases should have been diminished (Streiner and 
Norman, 1989). 

http:alpha=.05
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Conclusion 

The reliability study of the ADAM measure produced results con­
sistent with agreement levels reported in the medical research literature 
(Sackett et al., 1991). Yet, agreements were far from optimal and imply 
that operational definitions of grades of severity of AD were not well­
enough defined. Moreover, doctors had greater agreement on "mild" code 
levels than on "moderate" and "severe" code levels. It may be that a non­
normal distribution of severity of AD represents a "true" reflection of 
presenting patients rather than being a statistical aberration or "noise". 
Another approach to the matter of variation (not across codes levels) but 
among raters is taken by Linacre, Englehard, Tatum and Myford (1994) 
and others. They argued (and demonstrated) that analyses should take 
into account the variations in severity of ratings among raters. However, 
to do this, sophisticated software and large sample sizes are required which 
are beyond the scope of most clinical studies. In an argument against their 
approach, medical research requires exact and agreed upon ratings as these 
are essential for diagnoses and as bases for interventions, for example, 
admission to hospital, surgery or laser therapy. 

In this study, operational definitions for the ADAM measure were 
provided by clinicians. The SCORAD system too has clinical definitions 
with accompanying photographs. However, in the SCORAD system, there 
was no direct relationship between these definitions and mathematical ba­
sis for the severity measures. However, as a basis for improving results of 
agreement studies and for clinical training, a further study should be con­
ducted to develop operational definitions of grades of severity that are di­
rectly related to the severity measure. 

This further study will be a Partial Credit analysis. The first as­
sumption for the application of Partial Credit modeling has been met, that 
is the ADAM measure has been shown to be uni-dimensional. While this 
conclusion may be subject to dispute (refer to McDonald, 1983; Hattie, 
1985), Partial Credit model as developed by Adams and Khoo (1993) 
does have an alternative measure of un i-dimensionality within it and pro­
vides a number of indices to estimate goodness-of-fit of items and cases. 
Adams and Khoo (1993) provided for ordinal data and also for log trans­
formations to accommodate non-normally distributed data. The next is­
sue of the journal will report results of this Partial Credit analysis and 
how these results were used to derive operational definitions of clinical 
descriptions or "word pictures" of adversity. 
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This research applies Rasch measurement methodology during the evalu­
ation of longitudinal outcomes for a federally-funded early childhood in­
tervention program. Researchers generally agree that the Chicago 
Child-Parent Centers l have long term school benefits for urban, disad­
vantaged children, and some research suggests more extended societal 
benefits (for a discussion of benefits see Conrad and Easch, 1983; Fuerst 
and Fuerst, 1993; Reynolds, Mavrogenes, Hagemann, and Bezruczko, 
1993; Reynolds, 1989; Reynolds, 1994). Methods in these studies, how­
ever, usually only compare nationally standardized student achievement 
scores between groups, because objective measures of community-related 
student performance are extremely rare. These studies tend not to exam­
ine program outcomes on variables representing student success at com­
pleting socioeconomic transactions in the community, and they generally 
do not provide insight into the mental operations or skill structures under­
lying children's performance on school or community-based outcome 
variables. Consequently, the typical evaluation of a federally-funded so­
cial and especially educational program is not particularly revealing con­
cerning positive social outcomes or specific program weaknesses. 

This research first presents a theoretical context to introduce the 
concept of community life-skills competency, an intended program out­
come of this early childhood intervention for socioeconomically disad­
vantaged African American children. Then an empirical variable is 
constructed to measure student performance in this context. After identi­
fying items that reproduce the variation of student performance on a com­
munity life-skills variable, this analysis carefully examines these items to 
infer cognitive structures underlying successful performance on this vari­
able. Because the program effects are longitudinal in their range extend­
ing from age three to grade 8, a functional relationship is finally examined 
between years of enrollment in the intervention program and children's 
life-skills development. 

The life-skills competency model presented in this research provides 
an underlying construct for this Rasch analysis. Then through the devel­
opment of a multiple-choice item bank, a variable is isolated which re­
veals children's development in this life-skills model. Finally, an 
application of BIGSTEPS software (Wright and Linacre, 1992) estimates 
empirical parameters for the children and the items. The unidimensional 
and objective empirical structure revealed by this analysis is then cross­
validated with survey data, standardized student achievement scores, 
teacher ratings, as well as delinquency and school adjustment informa­
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tion to establish its plausibility as an important aspect of a more general 
psychosocial construct, social competency. 

This study addresses the following questions: 

1. Can a complex, multidimensional psychosocial construct 
such as life-skills competency be usefully parameterized with 
the one-parameter Rasch model? If so, how do children who 
systematically differ in early intervention experiences differ in 
their placement on this structure? 

2. Can this structure provide insight into the cognitive dynam­
ics underlying a more general social competency construct? 

Conceptual modelfor life-skills competency. The conceptual model 
underlying life-skills competency in this research is a hypothetical series 
of concentric spheres centered on the developing child. Each sphere de­
fines a progressively more complex sociocultural context for the child 
beginning with family interactions in the home extending into the neigh­
borhood and community (see Bronfenbrenner, 1977a, 1977b, 1979; 
Bronfenbrenner and Morris, 1998; Lewin, 1931, 1935). (Presumably, this 
structure extends into metropolitan area and nation, as well.) Each sphere 
has requirements concerning physical mobility, intellectual ability, and 
language proficiency and expects conformity to particular social rules 
and conventions. Each sphere also consists of various socioeconomic 
transactions which increase in their difficulty, hence their challenges to a 
person's social competency increase as one moves away from the center. 
A young child, for example, is expected to show reasonable competence 
around the home but is not expected to demonstrate considerable compe­
tence in the community. However, as children mature and gain experi­
ence with socioeconomic transactions hence acquire skills and knowledge 
essential for their success in the community, their competence is expected 
to increase. Previous studies show that children's performance on this 
structure is influenced by education, family characteristics and socioeco­
nomic background, as well as personal attitudes and interests, inherited 
mental aptitudes, and cumulative life experiences. 

Figure 1 presents a diagram of this hierarchical model with a hypo­
thetical unidimensional competency variable bisecting it. In this example, 
the variable is demarcated by community-based "real life" skills and knowl­
edge that presumably correspond to a particular sphere of social compe­
tency. In order to reproduce the underlying dynamics of children growing 
and developing through this structure, skills and knowledge are expected 
to become increasingly difficult. 
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Figure 1. A contextual model for life-skills competency 
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Item bank design. A convenient and effective method for operation­
ally defining the discrete challenges in a structure such as the competency 
model described above is to design a test matrix and write items for an 
item bank. An idealized property of items in a calibrated item bank is 
"specific objectivity" which represents the convergence of many similar 
items on a single quantitative construct defined by person ability and item 
difficulty (Rasch, 196011980). In practice, this idea is realized through 
the statistical invariance of the difficulty parameter. Items not having this 
property fluctuate in their difficulty depending on the sample being tested 
which limits their usefulness as measuring units. Consequently, a major 
responsibility of the program evaluator is to verify their invariance by 
examining difficulty estimates, comparing them with previous adminis­
trations and between groups whenever the items are administered. 

Anchor items are a key element in an item bank, because all forms 
developed from the item bank are linked together by a set of anchor items 
(see Wright and Stone, 1979). While forms may change from year to 
year, or perhaps several forms are developed for a particular year, a small 
set of items in each form is identical. Figure 2 shows anchor items link­
mg annual test forms to each other and back to a life-skills item bank. 

Method 

Sample. The sample is 828 eighth grade students in the Chicago 
Longitudinal Study of Child-Parent Centers 2. These are socioeconomi­
cally disadvantaged African American children in the Chicago Public 
Schools who enrolled in a federally-funded Child-Parent Center for pre­
school and kindergarten in 1985 and 1986. Because intervention for some 
children continued through first, second, and third grade, length of inter­
vention defines six discrete groups in the sample. The sample is equally 
divided into boys and girls. 

Data. Community life-skills competency was measured by a 63 item 
multiple-choice test called the Minimum Proficiency Skills Test 3 (MPST; 
Bezruczko and Reynolds, 1987; Reynolds and Bezruczko, 1989) derived 
annually by the Chicago Public Schools, Department of Research and 
Evaluation from a calibrated item bank. This form (including 15 anchor 
items, five per subscale) is based on a test matrix consisting of three 
subscales (language arts, problem solving, and computation) that is ap­
plied in seven neighborhood- and community-related content areas (health, 
communication, finances, transportation, government, community re­



.§
 

el 
":

tj

"g

 
~
 

o'Q
' 

o -I"
­


o 
en

 
;:

 
It

em
 B

an
k 

S
tr

u
ct

u
re

 
><

 
~.

 
ti$ 

E
ac

h 
te

st
 h

as
-.

 :
:s

S 
OC

/ 
!'-

l 
A

n
ch

o
r 

ite
m

s 
st

a
tis

tic
a

lly
 e

q 
ua

te
 a

nn
u

a
l t

e
st

 fo
rm

s 
a 

se
t 

o
f

Lo
gi

t 
sc

al
e

a 
0

-
an

ch
o

r 
it

em
s 

(1
)_ 

enI>
' 

...
...

 
t::O

...
. 

'-<
 

_
. 

(1
) 

th
at

 a
re

 
m

ai
n

ta
in

ed
--.

l;:
:.s

0
-
'
 

ac
ro

ss
 a

ll 
~ 

o
(
;'

g
"
 

2 
····0

 
D···

· 
fo

rm
s.

 
::::.

: 
r1 

:;:
I 

DO
 

.. 0
0

(1
):

>
<

:"
:>

<
:"

 
I:::O

··U
" 

..
..

..
..

..
. 

~ 

c-

t 
_

. 
;::

l 
-

en
 

:n 
u;

-
2 

.n. 
D.

n 
8 

~
 

DO
. 

...0
..... 

0 
s 

C
 

I"::
O··

U::
: 

nU
 .

.. 
(1

) 
•
•

"0
 
~
 

o 
····0

 0
···· 

nnD
 

Dn
n 

g
~
 

, 
..

..
 

...
...

...
.­

0..0
.... 

DO
n 

::
I 

·1
 

'<
 

8-
n'n

 .n
··n 

~
 

-. 
····0

 0
···· 

I>
' 

'"
 

-2
 

. 
. ..

. 
en

 
_

(
1

)
 

...
. 

D.H
.. 

···-l
J-·

·····
u 

Un
O 



::s-. '

" 
 (1) 
~
~
 

-3
 

Q
.
n

 
o

-.
?

" 
'<

 
I>

' 
_

:
:
I
 

/ 
1 
\
/
 

\ 
/

V
II

>
' 

-.
 :

:s
o 

::
I

S 
C

 
en

 
a 

M
P

S
T

 C
al

ib
ra

te
d

 I
te

m
 B

an
k 

'0
0

' 
1.

 O
ve

r 
7

0
0

 R
as

ch
 c

al
ib

ra
te

d 
te

st
 i

te
m

s 
as

se
ss

 b
as

ic
 l

ife
 s

ki
lls

. 
§ 

§l 
2

. 
E

ac
h 

fo
rm

 o
f 

6
3

 i
te

m
s 

ha
s 

th
re

e 
su

bs
ca

le
s 

(la
ng

ua
ge

 a
rt

s,
 p

ro
bl

em
 s

o
lv

in
g

, 
~
.
 

0 
(1

) 
..

..
.,

 
an

d 
co

m
p

u
ta

tio
n

) 
o

f 
21

 
ite

m
s.

3 
0

\ 
o-

U
-J

 
3

. 
E

ac
h 

su
bs

ca
le

 h
as

 s
ev

er
al

 a
n

ch
o

r 
it

e
m

s 
w

h
o

se
 q

u
a

n
ti

ta
ti

ve
 p

ro
pe

rt
ie

s 
ar

e 
§ 

~
 

ex
am

in
ed

 a
ft

e
r 

ea
ch

 t
e

st
 a

d
m

in
is

tr
a

tio
n

. 
T

o 
re

m
ai

n 
fu

n
ct

io
n

a
l, 

an
ch

or
 i

te
m

s 



~
s
 

m
u

st
 r

em
ai

n 
st

a
b

le
 w

it
h

in
 2

 s
ta

nd
ar

d 
er

ro
rs

 o
f 

th
e

ir
 b

an
ke

d 
lo

g
it 

m
ea

su
re

s 
. 


..
..

.,
en

 

\ 



COMPETENCY GRADIENT 41 

sources, and occupations). Unlike academic achievement test items, MPST 
items only present students with common socioeconomic transactions in 
their neighborhoods and communities 4. In order to ensure the MPST is 
not a reading test, item readability does not exceed Grade 3. Annual 
alpha reliability is consistently above .85. 

Other data collected include reading and math scores from the Iowa 
Tests of Basic Skills (ITBS: Hoover, Hieronymus, Frisby, and Dunbar, 
1993), a survey of student attitude toward school and learning, and teacher 
ratings of student achievement. In addition, computerized school office 
administrative records were examined for student attendance, drop out, 
and delinquency information. A group of these students also provided 
writing compositions and were interviewed. 

Procedure. The Chicago Public Schools, Bureau of Student Testing 
supervised the administration of the MPST and ITBS to all students dur­
ing the second semester of their eighth grade. Surveys, ratings, adminis­
trative file searches, writing sample, and interview were collected by the 
Chicago Longitudinal Study. 

Analysis. BIGSTEPS computer software estimated item and person 
parameters and computed item and person fit values (Wright and Linacre, 
1992). 

Results 

Empirical variable. Figure 3 presents a plot of the students and 
items at their estimated positions on the calibrated competency variable. 
Students with lower scores and presumably less life-skills competence, as 
well as corresponding items, are located near the bottom of the structure. 
Higher scoring students and more difficult items appear at the top. The 
zero is arbitrarily set at the average item difficulty for the test. The aver­
age student ability for this sample is .92logits (overall SD =.98) showing 
the majority scored above the middle of the test. A few of the students 
show ability higher than the test ceiling, and none of the students fall 
below the test floor. The obtained fit and reliability values generally sup­
port the measurement properties of this scale 5. 

A dotted line on the left identifies 38 items or .49 logits as the "cut 
point" established by administrators and teachers for this test. All stu­
dents at or above this point pass the test and are certified for graduation 
from the Chicago Public Schools. Students below this point fail the test 
and may take it again. 



42 BEZRUCZKO 

MAP OF PERSONS AND ITEMS 
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Figure 3. An assessment oflife-skills competency. Level I items tend to require 
only simple arithmetic, Level II also requires simple arithmetic, but, in addition, 
requires skills like dividing a given problem into parts and reorganizing the parts 
to reach an answer. Level II items also put much stronger emphasis on analyzing 
and comparing before completing an arithmetic procedure. Level III differs from 
II by requiring some transformation of information before reaching an answer. 
Also, the arithmetic in several Level III questions is more complicated involving 

division and percentages. 
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The results show that among the easiest items is knowledge about 
filling in a job form. A more difficult item requires summing a group of 
numbers on a grocery shopping list. Among the most difficult items, one 
asks for knowledge about product warranty. According to these results, 
comprehension of legal terms such as "loan interest" and "subpoena" are 
at the middle of the test, and any student who passes the test has better 
than 50 percent probability of passing these particular items. The item 
distribution also appears loosely to form three clusters. 

Cognitive operations. A qualitative analysis of the items suggests 
that two cognitive operations mediate performance for many of these items. 
They are the ability, first, to recall and understand common everyday knowl­
edge, and, second, to conduct quantitative mental operations ranging from 
simple arithmetic to more complex analytical operations. These operations 
are required by many items and become more sophisticated as one progresses 
across the variable. The importance of these cognitive operations for the 
total score was tested by coding the items for these operations (0,1), as well 
as the number of words and the use of a graphic in the item, two other 
prominent differences among the items. Then the item calibrations were 
regressed on these codes. The results revealed the mental operations of 
simple recall and quantitative/analytical manipulation to account for over 
30 percent ofthe variation in item difficulty (R 2 =.31; F =13.08;p<.OOI). 

Interpretation of test construct. The empirical analyses above en­
sures that the obtained item responses are consistent with the intentions 
of the measurement model and examining these results helps to identify 
irregularities in the measuring process. The analysis of cognitive opera­
tions helps to identify the mental skills required to pass the items which 
contributes to an evaluator's understanding of the cognitive dynamics un­
derlying item responses. Likewise, a complementary analysis concen­
trates on the variation of person ability in this item structure. Figure 3, 
for example, shows these items separate the sample into three distinct 
ability levels suggesting these items define three levels of competence. 
(These levels were based on an estimated person separation =2.79, and a 
mean standard error of measure =.09.) The lowest level of person ability 
or easy end of the variable (Levell) is defined by simple knowledge 
items concerning crime and safety, as well as simple addition. A second 
more difficult level (Level II) requires knowledge ofbasic financial terms, 
and the mental ability to analyze and compare quantitative differences 
between physical objects. The highest level of competence on this scale 
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(Level III) requires knowledge of career-related terms and the quantita­
tive ability to convert units of measurement. Consequently, these con­
struct analyses suggest students systematically vary in their ability to 
analyze and reorganize information in a problem, transform and manipu­
late information in a problem, and in their capacity to grasp general knowl­
edge. These competency levels are summarized below: 

Level III 

• converting scales of measurement 

• analyzing a graph for trends and patterns 

• knowledge of financial constructs such as warranty 

• knowledge of career-related terms such as references 

Level II 

• computing percent of total 

• analyzing and comparing concrete items 

• knowledge of financial constructs such as loan and interest 

Level I 

• summing items on a list 

• crime and safety in the neighborhood 

• reading a job related form 

These results provide insight into the behavioral structure of a compe­
tency variable whose validity as an aspect of social competence was fur­
ther established with the following convergent and divergent analyses. 

Construct validation. External validation of a test construct is usu­
ally completed by correlating measures with multiple data sources and 
examining their relationships. Items and criteria should converge and 
diverge in predicted directions given basic hypotheses about the concep­
tual model underlying the test variable. The MPST, for example, should 
correlate positively with standardized school achievement scores, as well 
as teacher ratings of student learning. The correlation with standardized 
achievement, however, should be moderate suggesting that school achieve­
ment and life-skills competence are unique constructs. Likewise, as a 
measure related to social competency, the MPST should correlate nega­
tively with delinquency citations, school drop out status, and grade reten­
tion. (Students low on the variable may show serious social adjustment 
problems, and some students may eventually require adjUdication.) Be­



COMPETENCY GRADIENT 45 

cause socially competent students should do better in school and have 
more positive expressions of self concept, MPST scores should correlate 
positively with teacher ratings of school attitude and motivation. Finally, 
content analyses of student writing compositions and interviews should 
provide further evidence of positive adjustment. 

The empirical results show the MPST to have: 

• 	 high positive correlations with student attitude and teacher rat­
ings of learning and attitudes toward school (>.90). 

• 	 only moderate correlation with ITBS reading and math achieve­
ment scores (both approximately .70) accounting for only 50 
percent of the MPST test variance. 

• 	 significant low negative correlations with delinquency records, 
grade retention, school attendance, and school drop out. 

• 	 significant low positive correlations with student attitudes to­
ward future life expressed in written essays and interviews. Stu­
dents, for example, who scored high on the MPST tend not only 
to have future goals but express specific ideas about how they 
see themselves in the future. 

These results provide substantial evidence that the empirical structure 
provided by the Rasch analysis in fact has significant practical implica­
tions. (Students placing higher on the structure perform better in school 
and presumably will adapt better to adult life.) Further analyses of this 
structure established that length of participation in the CPCs is function­
ally related to children's position on the calibrated competency structure. 
These results are presented below. 

Group differences. Finding a systematic relationship between dura­
tion of CPC intervention and student position on the competency variable 
would be important to program evaluators because of its significant policy 
implications. Consequently, six mutually exclusive groups were defined 
by the length of intervention. Students who received only one year of 
CPC preschool were classified CPC 1, while students who received two 
years of preschool, a kindergarten intervention, and three years of elemen­
tary school intervention were classified CPC 6. The results in Figure 4 
show not only an ordered relationship between number of years of inter­
vention, but any amount of intervention puts a child very near or above 
the minimum competency cut point on the MPST. This result has ex­
traordinary implications for policy makers because approximately 40 per­
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Figure 4. Relationship between length of intervention and position on the life­
skills competency variable. 
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cent of the overall Chicago Public School eight grade population fall be­
low the cut point hence fail the test on the first attempt, even though the 
overall CPS student population is much less disadvantaged than this 
sample. CPC 5 and CPC 6 are especially interesting because their perfor­
mances cross into Level III of the variable suggesting that students who 
received intervention through second and third grade show significant 
qualitative differences in their cognitive functioning. Their grasp of com­
mon knowledge and their facility with life-skills quantitative operations 
are at the highest levels of the variable. Table 1 presents a comparison of 
this CPC cohort on this competency variable 5. 

Table 1 

Comparison of CPC groups on the MPST 

epe Raw Effect 
group score logits size a N 

6 44.6 1.l9 .71 71 

5 43 1.00 .52 248 

4 42 .97 .47 147 

3 40.9 .80 .32 184 

2 38.4 .63 .14 118 

37.4 .58 .09 19 

Note: The effect size was computed by dividing the difference between the passing 
criterion (.491ogits) and the average group ability by the overall person measure standard 
deviation (.98). These logit values were estimated by BIGSTEPS software (Wright and 
Linacre, 1992) . 

• The t-values for these effect sizes are 6.0,8.2,5.7,4.3,1.5, and 0.4, respectively. Their 
probability of occurring by chance is < .001. 

Discussion 

Large federally-funded social programs such as Head Start or the 
Educational Consolidation and Improvement Act (commonly referred to 
as Title 1) present special problems to government agencies because evalu­
ations of these programs frequently do not yield results with practical 
public policy implications. Head Start, for example, has been examined 
for over 30 years by over 1000 empirical studies, yet researchers and policy 
makers still can not agree on its program outcomes (see Currie and Tho­
mas, 1997). While I agree criticizing these studies retrospectively is un­
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fair (many of them suffer from design flaws), all of them implemented 
measuring methods that limit the usefulness of their evaluations. 

The methodology and results reported here offer program evalua­
tors new tools to establish when social and educational programs succeed 
or fail, and these methods offer evaluators the unusual capacity to under­
stand specific cognitive and social effects of these programs. Although 
inferring the underlying dynamics of scale structures from the position of 
qtlibrated items and measured persons on a scale is a well-established 
feature of Rasch analysis (Wright and Masters, 1982), it is rarely exploited 
in evaluations of federally-funded programs. 

Concerning an important question motivating this research, we can 
now conclude that the complexity of a social phenomena such as life­
skills competence has little bearing on the usefulness of the unidimen­
sional Rasch model. The complex, multidimensional, and hierarchical 
concept presented here for life-skills competency was simply reconstructed 
in theoretical terms that require linear relationships among objective scale 
units. After this formulation, the interpretation of empirical relationships 
between persons and items on this structure produced new insights into 
how disadvantaged children become competent and worthwhile specula­
tion concerning effective public policies. 

The results from this Rasch analysis provide many useful insights 
into the outcomes of early childhood intervention that, hitherto, have not 
been revealed by conventional approaches to program evaluation. The 
emphasis on a theoretical socioeconomic context, arguably more impor­
tant than classroom achievement outcomes, and directly measuring per­
formance in this context revealed a CPC performance gradient on a measure 
of community life-skills competence. The practical importance of these 
analyses suggests that over time, the CPC may instill particular attitudes 
and develop specific mental capacities in young children that will benefit 
them as adults. 

Although useful, these results show that the measurement of life­
skills competency in this study depended primarily on students' capacity 
to recall common knowledge and verbally manipulate quantitative infor­
mation in the social context of neighborhoods and communities. While 
important, a thorough evaluation of program outcomes probably requires 
a much more comprehensive response structure operationally defined by 
many more cognitive operations than identified for the MPST. The meth­
ods presented here were successful in measuring an important social out­
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come for the CPC, but these results show the implementation of Rasch 
methodology was too restricted to convince policy makers of their impor­
tance. 

Finally, these results demonstrate important methodological advan­
tages gained from implementing an objective measurement model to evalu­
ate program outcomes. Parameter invariance, as well as estimates of their 
precision, helped to establish an analytical framework that is stable and 
reproducible. Hence, the evaluation is not only descriptive, but provides 
a practical basis for predicting program benefits that will be realized after 
these students become adults. Likewise, linearization of the test scores 
provided important insight into a relationship between the length of inter­
vention and program effectiveness. The subtlety of this relationship, de­
spite its importance to policy makers, is not possible to identify with any 
precision from simple group comparisons of total test scores. 
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Endnotes 

Child-Parent Centers were established in Chicago in the 1960s to 
better prepare socioeconomically disadvantaged, urban African Ameri­
can children for elementary school. (For a description of these Title I 
neighborhoods see Bezruczko, 1998.) The primary intervention strate­
gies implemented in a typical Child-Parent Center preschool or kinder­
garten classroom are low teacher-child ratio, a teacher aide, a supervising 
teacher, extra supplies, and a mandatory parent training program. In some 
schools this intervention continues in the elementary school through first, 
second, and third grades. (The basic program is a year of preschool and 
kindergarten.) The program currently serves approximately 3,000 chil­
dren in 24 centers at an annual cost of $20,000,000. An additional 1,500 
children receive extended services in elementary schools. 

2 The Chicago Longitudinal Study (CLS) is an ongoing study of Child­
Parent Center intervention effects for a cohort that graduated from Chicago 
Public School kindergartens in 1986 (Reynolds, 1989; Reynolds, 
Mavrogenes, Bezruczko, and Hagemann, 1996). Tracking these children 
annually through the Chicago Public Schools, CLS has documented higher 
reading and test scores, lower retention rates, less special education refer­
rals, and more positive school attitudes for children from CPCs. This sample, 
now in high school, is providing further evidence concerning the influence 
of early intervention on dropout, delinquency, and occupational goals. 

The MPST was designed and developed by the Chicago Public 
Schools in 1976-1978. Passing a life-skills competency test became a 
graduation requirement in the Chicago Public Schools in 1977-78, and 
the test was administered annually until 1997 when minimum compe­
tency testing was terminated in the Chicago Public Schools. Consolida­
tion of an item bank began in 1983 and continued through 1987. 
Administered during the eighth grade, the passing criterion was 64 per­
cent. Annually, approximately forty percent of the overall Chicago Pub­
lic School eighth grade population failed the test on the first administration. 
(Anecdotal evidence suggests these students ultimately dropped out of 
school.) School policy permitted a student to continue taking the test 



52 

4 

BEZRUCZKO 

through high school until passing it. Approximately fifteen percent of the 
students failed the test three or more times. 

Because this test exclusively emphasizes community socioeconomic 
transactions, some research has referred to it as a "consumer skills" test 
(see Reynolds, 1999). While I do not object to this interpretation of its 
construct, it is overly narrow. These items cut across a wide range of 
community-based socioeconomic transactions of which consumer skills 
is only a subset. 

Average person meansquare = 1.00, SD = .10, and both person infit 
and outfit values are close to expectations. Average item meansquare = 
1.00, SD = .07, and both infit and outfit values are close to expectations. 
Item infit and outfit SD values, however, are high suggesting that some 
items should be examined more closely for unstable quantitative proper­
ties. (Item infit and outfit SD = 2.1, and 2.2, respectively.) For this sample, 
person separation reliability =.89, and item separation reliability =.99. 
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The purpose of this study is to examine the alternate forms reliability of the AMPS 
(Assessment of Motor and Process Skills) (Fisher, 1997a) where alternate forms means 
different pairs of AMPS tasks. The participants for this study were persons selected from 
the AMPS database who had performed four AMPS tasks. The participants varied in 
age, gender, diagnosis, and level of assistance needed to live in the community. The 
AMPS was administered by trained and calibrated occupational therapists according to 
standardized procedures. The data for the 91 participants were subjected to 12 many­
faceted Rasch analyses to generate ADL motor and ADL process ability measures for 
each task and each set of paired tasks. Repeated measures ANOVAs revealed no time 
effect across the four AMPS tasks. Pearson product moment correlations between Tasks 
I and 2 combined and Tasks 3 and 4 combined were r =.91 and r =.86 for the ADL 
motor and ADL process scales, respectively. Calculation of the standardized difference 
(z) revealed that no more than 8% of the participants had ADL motor or ADL process 
ability measures that differed significantly between observations once we accounted for 
real differences in a persons performance; 80% of the paired ADL motor and ADL process 
ability measures remained stable within ± 0.5 logits when the participants performed two 
tasks. The AMPS ADL motor and ADL process scales can be used reliably in clinical 
practice and for research purposes. 

Requests for reprints should be sent to Anne G. Fisher, Department of Occupational 
Therapy, Occupational Therapy Building, Colorado State University, Fort Collins, CO 
80523 e-mail: Afisher@cahs.Colostate.edu. 
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Introduction 

The purpose of this study is to examine the alternate forms reliability of 
the AMPS (Assessment of Motor and Process Skills) (Fisher, 1997a). The 
AMPS is used by occupational therapists to evaluate a person's ability to 
perform personal and instrumental activities of daily living (ADL). Per­
sonal activities of daily living (PADL) include self care activities such as 
bathing, dressing, or grooming. Instrumental activities of daily living 
(IADL) include meal preparation and home maintenance tasks such as 
vacuuming, doing laundry, or bed making. The AMPS manual currently 
lists 56 IADL tasks and 7 PADL tasks as options available for the person 
tested to perform. These 63 tasks vary in the relative challenge they offer 
the client who is assessed. 

Before initiating an AMPS observation, the rater interviews the per­
son to identify a subset of three to five ADL tasks that are familiar and 
relevant to the person's daily routine, and which offer the person an ap­
propriate challenge. From that subset, the person chooses which two or 
three tasks they wish to perform during their AMPS observation. Choice 
is an important feature of the AMPS because performance is maximized 
when people have the opportunity to choose tasks that they perceive as 
meaningful and relevant (Doble, 1988; Dickerson and Fisher, 1997). 

Raters fully orient and familiarize each person with the test environ­
ment prior to each ADL task the person chooses to perform. The person 
and rater agree on the essential components of the task to be performed 
(e.g., a meat sandwich, cut in half, served on a plate), including specific 
details pertaining to which options the client will choose (e.g., the person 
chooses to use mustard, not mayonnaise or butter, and ham, not salami or 
cheese, when preparing a sandwich). The person remains free to perform 
the task in his or her usual manner within the standardized guidelines of 
the task (Fisher, 1997a). For example, some people spread mustard di­
rectly on the bread while others spread the mustard on the meat or cheese 
after placing the meat or cheese on the bread. While some raters may see 
this as odd, the person making the sandwich would not receive a reduced 
score unless the person's method was illogical (e.g., spreading the mus­
tard on top of the second piece of bread after making the sandwich). 

After the person is tested, the rater scores the person on 16 ADL 
motor items (e.g., Lifts, Reaches, Grips) and 20 ADL process items (e.g., 
Initiates, Chooses, Gathers) for each ADL task performed. The rater en­
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ters these raw item scores into his or her personal copy of the AMPS 
computer scoring software to generate an ADL motor ability measure and 
an ADL process ability measure. Further descriptions ofthe AMPS have 
been reported elsewhere (Fisher, 1997b; Goto, Fisher, and Mayberry, 1996; 
Park, Fisher, and Velozo, 1994). The development 0 the item bank for 
linked AMPS observations has been described by Fisher (l997b). 

The ADL motor and ADL process ability measures are calculated 
using many-faceted Rasch analysis (Fisher, 1993, 1994, 1997a, 1997b; 
Linacre, 1993). Rasch analysis converts ordinal raw scores into linear 
ability measures by means of logistic transformation. Specifically, the 
AMPS person ADL ability measures are expressed as "logistically trans­
formed probability measures (logits), which are linear measures that can 
be placed on an abstract continuum of greater or lesser ability" (Bemspang 
and Fisher, 1995, p. 4). The higher the person's ability measures, the 
more likely the person does not evidence motor or process ADL skill 
deficits that disrupt the effort, efficiency, safety, or independence of his or 
her ADL task performance. Because the many-faceted Rasch model for 
the AMPS considers tasks and raters as facets (with tasks being calibrated 
in terms of their relative challenges and raters calibrated in terms of their 
relative severities), the many-faceted Rasch analysis is used to adjust the 
person's final ADL motor and ADL process ilbility measures to account 
for the challenge of the tasks the person performed and the severity of the 
rater who scored the task performance. 

Two major assertions of the many-faceted Rasch model for the AMPS 
are that (a) easy ADL tasks are more likely to be less challenging for all 
people than are harder ADL tasks, and (b) all ADL tasks are more likely 
to be easier for more able people than they are for less able people. That 
is, the AMPS task calibration hierarchies (motor and process) are asserted 
to remain stable across people of varying abilities. If this assertion is 
true, the tasks included in the AMPS should (and do) demonstrate accept­
able goodness-of-fit to the many-faceted Rasch model for the AMPS 
(Fisher, 1993, 1994, 1997a, 1997b; Linacre, 1993). 

Since the AMPS tasks have demonstrated goodness-of-fit to the 
many-faceted Rasch model for the AMPS (Fisher, 1993, 1994, 1997a, 
1997b), the adjustments for task challenge that occur when a rater uses 
his or her copy of the AMPS computer-scoring software should result in 
stable AMPS motor and process ADL ability measures across paired AMPS 
task performances (different combinations of two performed AMPS tasks). 
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This assertion can be conceptualized as a form of reliability, specifically 
reliability of alternate forms (Crocker and Algina, 1986). 

"Reliability refers to the consistency of examinees relative perfor­
mances over repeated administrations of the same test or parallel forms of 
the test" (Crocker and Algina, 1986, p. 127). 

The traditional formulation of test "reliability" can be derived 
from a "true score" model which assumes that the observed test 
score of each person can be resolved into two components: an 
unknowable true score and random error. Test reliability is de­
fined as the portion of a sample's observed score variance SD2 

which is due to the samples's true score variance S'P 

R =S'P/SD2 = 1 - (S£1/SD2) 

where the observed variance is partitioned into two components 
SD2 =SP + S£1, and S£1 is the error variance of the test, aver­
aged over that sample (Wright and Masters, 1982, p. 113). 

An advantage of Rasch analyses is that a direct estimate of the mod­
elled standard errors (SE) are generated for each person. The SE tells us 
how precisely the ADL motor and ADL process ability measures of any 
person are estimated. The SE for each individual can be used to define a 
95% confidence interval at ± 2 SEs (Wright and Stone, 1979). More spe­
cifically, the person ability measures for two alternate forms of a test may 
be plotted against each other in a scatterplot and the SE for each person 
can then be used to define control lines ± 2 SE from the diagonal identity 
line (Wright and Masters, 1982). The identity line represents a line along 
which equivalent test scores would be plotted. When the person ability 
measures remain stable over time, the plotted values fall along the diago­
nal identity line. Although some variation between tests is expected, 95% 
of the person ability measures should fall within a confidence interval 
defined by ± 2 SE (Wright and Stone, 1979). The advantage of the 
scatterplot method for evaluating alternate forms reliability is that indi­
vidual scores falling outside of the control lines can be identified as being 
significantly different between each set of ADL task performances (p s 
.05). The person's data can then be examined to determine the source of 
the significant difference. 

There is a need to compare the alternate forms reliability of the AMPS 
when a person's ADL motor and ADL process ability measures are based 
on the performance of only one AMPS task instead of the two AMPS 
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tasks that are typically performed. This has important implications for 
both research and practice. An AMPS observation generally consists of 
two or more ADL task performances (two being the most common). The 
scores from all AMPS task performances are combined to generate a single 
person ADL motor ability and a single ADL process ability measure for 
each AMPS observation . 

Occasionally, a person will perform only one AMPS task because of 
fatigue, risk of injury, or time limitations. As with any test, reliability is 
increased when the number of items is increased (Crocker and Algina, 
1986). By performing two tasks, the ADL motor ability measure is based 
on the raw scores for 32 items (16 x 2) rather than just 16, and the ADL 
process ability measure is based on the raw scores for 40 items (20 x 2) 
rather than just 20 items. It has been asserted, therefore, that by having a 
person perform two tasks rather than one, error is reduced and the esti­
mated ADL motor and process ability measures predict more accurately 
the person's true ADL ability. This assertion is based on empirical rea­
soning, but has not been tested for statistical significance. The focus of 
this, study, therefore, was the examination of the stability of the AMPS 
ADL motor and process ability measures when using alternate forms, where 
alternate forms means the use of different AMPS tasks or different pairs 
of AMPS tasks. Specifically, we sought to answer the following ques­
tions: How reliable is the AMPS when two different ADL tasks are per­
formed during each observation? How reliable is the AMPS when only 
one AMPS task is considered instead of two? 

Methodology 

Participants 

The participants for this study were selected from the AMPS data­
base which consisted, at the time of this study, of approximately 10,200 
persons from twelve countries (United States, Canada, Israel, New Zealand, 
Australia, Norway, Sweden, Denmark, Holland, United Kingdom Japan, 
Hong Kong) who had been scored by trained and calibrated AMPS raters. 
Three categories of participants were then eliminated from consideration 
for inclusion in the analysis. Participants who had been co-scored by 
more than 10 raters for purposes of calibration were eliminated due to 
potential bias related to multiple co-ratings. Well adult participants were 
eliminated because the AMPS was not designed to test healthy adults 
who do not demonstrate functional difficulty. Finally, approximately 5% 
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of the participants in the AMPS database had previously been eliminated 
because they had been identified as participants whose ability measures 
were associated with rater scoring error. Raters scoring error occurs when 
raters allow clients to perform talks of insufficient challenge. From the 
remaining participants, those who had performed four different tasks within 
a 7-day period were selected as candidates for inclusion in this study. A 
total of 91 participants who varied in age, gender, diagnosis, and level of 
assistance needed to live in the community were included in the study 
(Table 1), 

Table 1 

Participant Demographics for Age, Diagnosis, Functional Level, Gender; and 
Ethnicity 

Age (years) 
M 64.6 
SD 18.2 
Range 17 to 90 

Diagnosis 
Nondisabled older persons 60 years and above 16 
Developmental disability 1 
Dementia and memory impairment 5 
Orthopedic/musculoskeletal 7 
Psychiatric 8 
Stroke 19 
Other neurologic 12 
Medical 5 
Multiple diagnosis 18 

Functional level 
Lives independently in the community 30 
Needs minimum assistance to live independently in community 31 
Needs moderate to maximum assistance to live independently 

in the community 30 

Gender 
Male 31 
Female 60 

Ethnicity 
White 87 
Black 3 
Asian 
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Instrumentation and Procedures 

The AMPS was administered by trained and calibrated occupational 
therapists according to standardized procedures (Fisher, 1997a). To be­
come a trained AMPS rater, occupational therapists attended a 5-day AMPS 
training workshop. During the workshop, trainees co-scored videotaped 
observations of participants already in the AMPS database. After the 
course, they scored 10 additional participants to complete the calibration 
process. Their scores were analyzed using FACETS, a many-faceted Rasch 
measurement computer program (Linacre, 1993), to complete rater cali­
bration (determine rater severity and reliability). Raters completing this 
process demonstrate high intra- and inter-rater reliability as evidenced by 
95% of the raters demonstrating goodness-of-fit to the many-faceted Rasch 
model for the AMPS (Fisher, 1997a). 

Data Analysis 

The data for the 91 participants selected for this study were sub­
jected to many-faceted Rasch analyses. Twelve many-faceted Rasch analy­
ses were performed to generate the ADL motor and ADL process ability 
measures that subsequently were subjected to further statistical analyses. 
Task order was not randomized so that we could more closely examine 

Table 2 

Summary of the Many-Faceted Rasch Analyses Performed 

Analysis Task performances included 

Motor Scale 
1 Task 1 only 
2 Task 2 only 
3 Task 3 only 
4 Task 4 only 
5 Task I & 2 combined 
6 Task 3 & 4 combined 

Process Scale 
1 Task I only 
2 Task 2 only 
3 Task 3 only 
4 Task 4 only 
5 Task 1 & 2 combined 
6 Task 3 & 4 combined 
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the effects of time on the reliability of the AMPS ability measures. A 
summary of the Rasch analyses performed are shown in Table 2. 

Results 

Our primary research question addressed the alternate forms reli­
ability of the AMPS-does the performance of two tasks during an AMPS 
observation result in the same ADL motor and ADL process ability mea­
sures as does the performance of two different tasks during another AMPS 
observation? Our secondary question pertained to the impact on reliabil­
ity if people performed only one ADL task versus the usually performed 
two ADL tasks-how reliable is the AMPS when only one ADL task is 
performed? 

To determine if there was a time effect across the four AMPS tasks, 
we performed two one-way repeated measures ANOVAs, one for the ADL 
motor scale and one for the ADL process scale. There was no significant 
overall time effect, F(3,201) < 1.63,p > .05. We then proceeded to exam­
ine alternate forms reliability using Pearson product moment correlation 
coefficients and standardized differences (z) (Table 3). 

Table 3 

Summary ofStatistical Comparisons 

No. Scale Task Methods of 
comparison* 

1 Motor Task 1 vs. task 2 vs. task 3 vs. task 4 ANOVA 
2 Process Task 1 vs. task 2 vs. task 3 vs. task 4 ANOVA 
3 Motor Task 1 vs. task 2 Ppmc z 
4 Process Task 1 vs. task 2 Ppmc z 
5 Motor Task 1 & 2 vs. task 3 & 4 Ppmc z 
6 Process Task I & 2 vs. task 3 & 4 Ppmc z 

* Ppmc = Pearson product moment correlation coefficients 
z = standardized difference 

ANOVA = Analysis of variance 

Pearson product moment correlations between Task 1 and Task 2, 
and between Tasks 1 and 2 combined and Tasks 3 and 4 combined, are 
shown in Table 4. According to Hinkle, Wiersman, and Jurs (1988), cor­
relations between .30 and .50 are low, correlations between .50 and .70 
are moderate, correlations between .70 and .90 are high, and correlations 
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between .90 and 1.00 are very high. High positive to very high positive 
coefficients were found between Tasks 1 and 2 combined and Tasks 3 and 
4 combined. When the ability measures for only Task 1 were compared 
to those for Task 2, the correlations were lower, but still within the high 
positive range. 

Table 4 

Pearson Product Moment Correlation Coefficients 

Task Motor Process 
Task 1 vs. task 2 .81 .71 
Task 1 & 2 combined 

vs. task 3 & 4 combined .91 .85 

Scatterplots (Figures 1 through 4) are a visual representation of the 
relationship between two ability measures. Figures 1 and 2 display the 
person ADL ability measures for the AMPS motor scale. Figures 3 and 4 
display the ADL ability measures for the AMPS process scale. Figures 1 
and 3 show ADL ability measures derived from one task (Task 1 vs. Task 
2) and Figures 2 and 4 show ADL ability measures derived from two 
tasks (Tasks 1 and 2 combined vs. Tasks 3 and 4 combined). The distri­
bution of the ADL ability measures supports high positive relationships 
between paired ADL task performances. 

Figures 1 through 4 also show control lines delimiting ± 2 SE from 
the diagonal identity line. On the motor scales, 4 participants (4.4%) had 
ADL ability measures that fell outside of the control lines when complet­
ing one task and 7 participants (7.7%) had paired ADL ability measures 
that fell outside of the control lines when completing two tasks. Twelve 
participants (13.2%) had paired ADL process ability measures that fell 
outside of the control lines when completing one task and 13 participants 
(14.3%) had paired ADL process ability measures that fell outside the 
control lines when completing two tasks. Calculation of the standardized 
difference (z) revealed that the same participants whose paired ability 
measures fell outside the control lines had ADL motor or ADL process 
ability measures that differed significantly between observations, p :,; .05. 
Since the standardized difference is based on the SE, a value that varies 
across individuals, it is useful in research, but is not of practical use in the 
clinical setting. Therefore, we calculated the percentage of paired ADL 
ability measures that did not differ beyond a variety ofpre-specified ranges. 
As shown in Table 5, 80% of the paired ADL motor and ADL process 
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ability measures remained stable within ± 0.5 logits when the participants 
performed two tasks. When one task was performed, the proportion of 
scores that remained stable within ±0.5 logits dropped to approximately 
67%. 

Table 5 

Percentage ofParticipants Whose Ability Measures Differed by Specified 
Logit Value 

Scale and number of tasks Logits 

±.30 ±.50 ±.70 ±.90 
Motor 1 task 44% 69% 80% 88% 
Motor 2 tasks 59% 80% 88% 93% 
Process 1 task 48% 64% 76% 88% 
Process 2 tasks 50% 81% 92% 97% 

Discussion 

The purpose of this study was to determine the alternate forms reli­
ability of the AMPS when a person performs either one task or when the 
recommended two tasks are performed. This was accomplished by sub­
jecting the ADL motor and process ability measures generated by Rasch 
analyses to traditional and nontraditional statistical analyses. Two of the 
traditional ways of verifying reliability are to (a) ascertain that two sets of 
measures are highly correlated (Pearson product moment correlation co­
efficient) or (b) verify that the mean ability measures do not differ signifi­
cantly across time (t test or ANOVA). There are several limitations of 
traditional statistical approaches (e.g., correlations, t tests, ANOVAs). 
First, the error term is based on the overall sample SE and not the SE for 
each participant (overall group error vs. individual error). Furthermore, 
traditional statistics provide only an index of reliability for the overall 
group and are not able to target individual participants whose performances 
were unreliable. Finally, traditional statistics are known to be sample 
dependent and therefore are affected by the size and heterogeneity of the 
sample (Crocker and Algina, 1986; Wright and Masters, 1982; Wright 
and Stone, 1979). To overcome the limitations of traditional statistics, 
we have supplemented them with the use of the standardized difference 
(z), a statistical method that can identify individuals whose ADL ability 
measures differ significantly. The data can then be examined to identify 
the source of variance between two AMPS observations. 



ALTERNATE FORMS 63 

-2 

~~----~--------------~ 
..J -2 -1 0 1 2 3 

NIPS Mob" AbMy ........ forT. 1 (1ogitI;) 


Figure 1. Scatterplot of the rela­
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Figure 3. Scatterplot of the relation­
ship of the person ADL ability mea­
sures for Task 1 vs. Task 2 - Process 
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Figure 2. Scatterplot of the relation­
ship of the person ADL ability mea­
sures for Tasks 1 & 2 combined vs. 
Tasks 3 & 4 combined - Motor 

..~__L-________________~ 

~ -2 ~ 0 1 ~ 

AMPS Proceea NMlt u.-... for T'- 1 tnd 2 CombNd (togIII) 

Figure 4. Scatterplot of the relation­
ship of the person ADL ability mea­
sures for Tasks 1 & 2 combined vs. 
Tasks 3 & 4 combined - Process 

Specifically, we computed the standardized difference for each indi­
vidual to determine if his or her ADL ability measures differed signifi­
cantly between paired AMPS observations. We then identified those 
participants who had a standardized difference above the critical value of 
2.00 (p ~ .05). We expected 95% of the participants to have z values 
below 2.00. 
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The use of standardized difference is equivalent to examining the 
reliability of the AMPS by plotting the paired ADL person ability mea­
sures against each other and establishing a 95% confidence interval de­
limited by ± 2 SE (Figures 1 through 4). That is, the use of the scatterplot 
method creates the visual equivalent of the standardized difference. Once 
again, we would expect 95% of the plotted ability measures to fall within 
the control lines, p ::; .05. 

When we compared the results of traditional and Rasch based meth­
ods, we found that traditional statistical methods revealed high alternate 
forms reliability of the AMPS, regardless of the number of tasks that were 
performed, but that the reliability coefficients attenuated slightly when 
the ADL motor or ADL process abilities for only one task were compared 
(Table 4). The ANOVAs also indicated high reliability as there were no 
significant differences among mean ADL motor or ADL process abilities 
for any of the four ADL tasks performed. 

These results became more explicit when we compared them with 
the results of the Rasch-based standardized difference and the equivalent 
visual comparison provided by the scatterplot method. Visual analysis of 
the scatterplots, especially Figures 2 and 4, showed that the ability mea­
sures were closely grouped along the identity line, indicating stable abil­
ity measures when two tasks were performed. The ability measures fell 
further away from the identity line and in a more random pattern when 
only one task was completed (Figures 1 and 3). This indicated a greater 
amount of variance between ability measures when only one task was 
performed. The increased variance can also be seen visually by the in­
creased distance between the 95% confidence interval control lines when 
only one task was performed. Additionally, the average SE increased 
from .30 to .45 on the ADL motor scale and from .23 to .35 on the ADL 
process scale when the ability measures were based on one task rather 
than two. 

The fact that fewer of the paired ability measures fell outside of the 
control lines when Task 1 was compared to Task 2, than when Task 1 and 
2 was compared to Task 3 and 4, is a result of increased estimation error 
(SE) when only one task was performed. Because the SE is larger when 
completing only one task, the ability measures can vary by a greater amount 
and still fall within the control band delimited by ± 2 SE. The larger error 
when only one task is performed is also reflected in the attenuated reli­
ability estimates for one task shown in Table 4. 
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The increased SE and the decrease in reliability coefficients when 
completing only one task underscores the importance of having a person 
perform at least two AMPS tasks during a single AMPS observation. They 
also highlight the potentially misleading conclusions one can make based 
solely on traditional methods for examining reliability. That is, the rela­
tively small attenuation of the reliability coefficients may not be tecog­
nized as being associated with such a large increase in the SE. 

When we looked at the control bands delimited by ± 2 SE, and in­
dicative of a 95% confidence interval, we expected no more than 5% of 
the paired ability measures to fall outside of the control lines. There were 
4.4% to 7.7% of the participants whose plotted ability measures fell out­
side of the control lines on the ADL motor scale, and 13.2% to 14.3% 
whose plotted ability measures fell outside of the control lines on the 
ADL process scale. This did not meet the 5% criteria we had established 
indicating failure to meet statistically significant, p s; .05, alternate forms 
reliability. However, clinical meaningfulness rather than statistical sig­
nificance may be more useful to the occupational therapist who uses the 
AMPS. Clinical meaningfulness can be derived from Table 5. Occupa­
tional therapists who use the AMPS to evaluate intervention efficacy or 
who are concerned with the degree of confidence one can have in a client's 
ADL ability measures can feel reasonably confident that differences in 
ability measures greater than 0.5 logits are clinically meaningful if a per­
son performed two tasks. However, if a person only performed one task, 
a similar level of confidence must be based on a difference of 0.710gits or 
more. The use of 1 task performance for generating ability measures, 
therefore, results in a tool that is a less sensitive measure of change. 

Another advantage of our using the standardized difference based 
on the individual SE is that it allowed us to identify those paIticipants 
whose paired ADL abilities fell outside of the control lines. We could 
then attempt to determine the reasons for the variations in their estimated 
ADL abilities. 

While we found no consistent pattern associated with rater, diagno­
sis, age, or task performed, we became aware of four potential reasons 
AMPS ability measures might vary. First, clinicians using the AMPS 
commonly report observing day to day, even hour to hour variations in 
ADL task performances among their clients, and the AMPS is sensitive 
enough to measure these changes. We were able to verify, with the origi­
nal rater, that this was the case in 1 participant who had significant differ­
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ences in her motor ability measures and 3 participants that had significant 
differences in their process ability measures. For example, one person 
had a decrease in their estimated ADL ability measures due to arthritis 
symptoms that were exacerbated by changing weather conditions. An­
other client with a brain injury was more agitated and disorganized on the 
first day he was tested than he was on the second day. These changes 
were associated with a clinically observable differences in the clients' 
ADL ability measures, and the AMPS was sensitive enough to detect these 
changes in a persons' performance. More importantly, this source ofvari­
ance is not due to error, but the ability of the AMPS to detect real changes 
in performance. Careful decisions can be made regarding the advantages 
or disadvantages of assessing someone whose symptoms are exacerbated, 
or the value of documenting how a clients' ADL task performances vary 
over time. Moreover, when we account for participants who demonstrated 
real changes in their performance, only 7% of the participants on the ADL 
motor scale and 8% of the participants on the ADL process scale differed 
significantly. This is close to our expected 5% criteria. 

A second reason AMPS ability measures vary is related to rater ad­
ministration errors which include allowing the clients to perform poorly 
targeted AMPS tasks as well as rater scoring error. Clinical experience 
with the AMPS has revealed that some raters do not administer the AMPS 
correctly, allowing their clients to perform tasks that clearly do not offer 
an appropriate challenge. It is almost always the performance of a task 
that is too easy that is a problem, but occasionally tasks are offered that 
are too difficult. Both conditions result in unreliable measures. 

There are several reasons why a rater may allow a person to perform 
a task that was too easy. The one that is of most concern is when the rater 
appears not to understand the importance of ensuring that the client per­
forms appropriately challenging tasks. In other instances the problem 
appears to be more related to limitations of the AMPS rather than due to 
rater error. For example, in some instances men have refused to perform 
certain cooking tasks, stating "that is women's work." Currently there are 
no other more challenging task options. In other instances, people ini­
tially indicate that they are willing to perform certain tasks, but refuse to 
do so for an AMPS observation. In this case, clinicians have reported that 
they suspect that the clients are fearful that the extent of their disability 
(actual or perceived) may be "realized" if they perform one of the AMPS 
tasks that are more challenging. These are often persons still able to live 
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at home, but who fear their problem (e.g., memory loss) may result in 
"institutionalization." Finally, there is greater risk of a person perform­
ing a task of insufficient challenge when clients are expected to perform 
four different tasks, a situation that should occur only for research pur­
poses (e.g., examination of the alternate forms reliability of the AMPS). 
To the extent that we could contact the original raters, we were able to 
determine that at least 2 participants on the AMPS process scale per­
formed a task of insufficient challenge. 

In clinical practice, the rater can be alerted that a task of insufficient 
challenge has been performed by monitoring the scores he or she assigns. 
When a rater awards raw item scores of 4 on most of the AMPS skill 
items on either scale, the rater should consider having the person perform 
an additional AMPS task of greater challenge to avoid error associated 
with performance of tasks that are not of sufficient challenge. 

The rater can also be alerted that a problem may exist if the client's 
raw scores just varied noticeably between two tasks, but neither task was 
obviously too easy. In this case it is also advisable to have the person 
perform a third task of comparable challenge to the first two. Perfor­
mance of a third task may help to clarify the reason for the difference in 
scores. For example, 3 participants (2 with rheumatoid arthritis and 1 
with severe asthma) who varied on the ADL motor scale were person's 
whose performances were lower on tasks that required a greater amount 
of gross motor skills. That is, these three person's did better when they 
performed meal preparation tasks than when they performed house clean­
ing tasks (vacuuming, sweeping, changing sheets). Although this only 
occurred in 3% of the participants on the motor scale, it is a source of 
error that warrants further investigation. 

Summary 

Traditional statistics indicate that the AMPS is a reliable assessment 
tool. The reliability coefficients were high to extremely high (r =.91 for 
motor and r = .85 for process) when two tasks were completed. The results 
of the ANOVAs indicated that there was no significant difference in the 
mean ability measures over time. The use of the standardized difference 
identified no more than 8% of the participants who differed significantly 
due to error after we accounted for real differences in a persons perfor­
mance on either the ADL motor scale or the ADL process scale. We also 
determined that we can have reasonable confidence that ability measures 
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will remain stable within ± 0.5 logits and that differences in a person's 
ability measures beyond that are likely a result of actual changes in the 
person's performance and not due to testing error. We have also deter­
mined that there is considerably more variation in ability measures when 
only one task is performed. The SE is increased and a similar level of 
confidence in the stability of measures must be based on ±0.7 or more 
logits when only one task is performed. 

Conclusions 

The AMPS ADL motor and ADL process scales can be used reli­
ably in clinical practice and for research purposes. The use of reliable 
assessment tools is important since therapists use such instruments to make 
judgements about safety and independence, document progress of their 
clients, and make decisions regrading intervention. Although the AMPS 
has been shown to be reliable, this does not diminish the need for profes­
sional judgement on the part of the occupational therapist using the as­
sessment. There are several factors, identified or confirmed through this 
research, that may decrease the reliability of a person's AMPS ADL abil­
ity measures. The therapist needs to be informed of the potential sources 
of error associated with the AMPS, and take the necessary precautions to 
assure that the results of the AMPS are truly representative of the person 
being assessed. 

Recommendations 

Although our results indicate that the AMPS is reliable, several pos­
sibilities exist for future research. Despite the fact that the AMPS tasks 
have been shown to fit the multi-faceted Rasch model for the AMPS 
(Fisher, 1993, 1994, 1997 a, 1997b) we identified 3 participants that did 
better on tasks that are primarily fine motor tasks, and significantly worse 
on tasks that required more gross motor skills. Future research is needed 
to determine if some tasks emphasize certain skills over others causing 
their difficulty to change for some people with certain diagnoses. 

We also identified poorly targeted AMPS tasks (tasks that were too 
easy for the client) as the most common issue associated with error in 
AMPS. Research is necessary to add more tasks to the AMPS. By adding 
more tasks, at all levels of difficulty, it would make it easier to target tasks 
that are of appropriate challenge to the client. While PADL tasks have 
been added to expand the lower end of the AMPS scales (Fisher, 1997b) 
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PADL data was not sufficient at the time of this research to determine the 
alternate forms reliability when PADL tasks were performed. Future re­
search is necessary to determine the alternate forms reliability of the AMPS 
as new tasks are added. 

In future research, we would recommend that raters include infor­
mation about the person's affect or any condition that may cause fluctua­
tions in the persons performance (e.g., exacerbations, mood changes). The 
raters of several participants that differed significantly were able to pro­
vide us with information that helped us identify the source of variance 
between ability measures. It would have been helpful to have this infor­
mation on all clients in order to differentiate actual performance changes 
from measurement error. 
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The Education Department of Western Australia (1996, 1994) trialed a 
new system in 1995/1996 called Student Outcome Statements. Teachers 
in government schools were expected to plan their teaching programs, 
prepare assessments of student achievement and report the progress of 
student achievement according to this system. The system described stu­
dent outcomes in order from the beginning of primary school (6 years 
old) to the end of compulsory secondary school (15 years old). The out­
comes reflect the knowledge, understandings, processes and skills con­
sidered essential for all students, across eight broad learning areas. These 
are: the Arts, English, Health and Physical Education, Languages other 
than English, Mathematics, Science, Society and Environment, and Tech­
nology and Enterprise. Students may progress through the ordered out­
comes at different rates within each learning area. The outcome approach 
was expected to improve student learning and provide a framework by 
which teachers and schools would be held accountable. 

The Student Outcome Statements used in Western Australia grew 
out of a similar approach involving all Australian States and Territories 
and initiated by the Australian government in the early 1990s (Curricu­
lum Corporation, 1994). Accountability was a central driving force with 
an integrated national approach. The Western Australian government 
wanted to produce its own outcome statements and did so using, in part, 
the national statements and profiles. Western Australian teachers trialed 
these in 1994/1995 (Education Department, 1996) and they were modi­
fied as a result of this trial. In 1997/1998, the Education Department has 
said that teachers may use the outcome statements approach on a volun­
tary basis and, after 2001, it will be mandatory for government schools as 
a system-wide change. 

The Conceptual Framework ofTeacher Receptivity 

Teacher receptivity to the new system is assumed to be constructed 
from eight orientations (called variables in previous studies). In the present 
study, these orientations are evaluative attitudes towards the use of Stu­
dent Outcome Statements, behavior intentions towards the use of Student 
Outcome Statements, feelings towards the use of Student Outcome State­
ments compared to the previous system, personal cost benefit of using 
Student Outcome Statements, support from significant others with teach­
ing and resources, alleviation of concerns associated with the use of Stu­
dent Outcome Statements, teacher collaboration in the use of Student 
Outcome Statements, and involvement in decision-making in the use of 
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Student Outcome Statements. These orientations should form a single 
scale measuring teacher receptivity to the use of Student Outcome State­
ments. Items of these orientations would be ordered on the scale from 
easy to difficult as they are all measuring some aspect of receptivity to the 
use of Student Outcome Statements. 

The first six orientations are chosen because they have been shown 
to be related to teacher receptivity to other system-wide changes in West­
ern Australia in previous studies of change (see Waugh and Collins, 1997; 
Waugh and Godfrey, 1995, 1993; Waugh and Punch, 1987, 1985). The 
last two orientations are new variables that have been shown to be impor­
tant in major change overseas (see Hargreaves, 1994; Rosenholtz, 1991; 
Hargreaves, Davis, Fullan, Wignall, Stager and Macmillan, 1991). All 
these studies are correlational or qualitative in design. The present study 
uses a new approach to the analysis. It places all the items from the eight 
orientations of teacher receptivity on the same scale, provided that the 
items fit a Rasch (1960/1980) measurement model. The items fitting the 
model, (including attitudes, intentions and beliefs which are expected to 
be related, see Ajzen, 1989), will be ordered from easy to difficult (see 
Waugh and Collins, 1997). Using this measure of outcomes (teacher re­
ceptivity), it should then be possible to identify the important influences 
on receptivity which are not being addressed (the difficult items) and 
provide advice to administrators on how best to improve teacher receptiv­
ity to change. 

The present study aims to create an interval level scale for the teacher 
receptivity to Student Outcome Statements, analyze its psychometric prop­
erties using a modern measurement model, the Extended Logistic Model 
of Rasch (Andrich, 1988a, 1988b; Rasch, 196011980), and provide ad­
vice to administrators on how best to improve teacher receptivity to sys­
tem-wide changes. 

Methods 

Sample 

Teachers from all Western Australian government secondary schools 
which were using Student Outcome Statements voluntarily in 1997 were in­
vited to complete the questionnaire. The sample consists of 126 teachers: 66 
(52%) from metropolitan schools and 60 (48%) from country schools. Of 
these, 115 (91 %) were using Student Outcome Statements to plan teaching 
and learning programs at school and 100 (79%) were using Student Outcome 
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Statements for reporting student achievement to parents. As there are no 
official statistics for those teachers using the Student Outcome Statements, 
an unofficial estimate suggested that the response rate was about 60%. 

Measurement Model 

The Extended Logistic Model of Rasch (Andrich, 1988a, 1988b; 
Rasch, 196011980) is used with the computer program Rasch Unidimen­
sional Measurement Models (RUMM) (Andrich, Sheridan and Luo, June, 
1997) to analyze the data. This model unifies the Thurstone goal of item 
scaling with extended response categories for items measuring, for ex­
ample, attitude, beliefs and feelings, which are applicable to this study. 
Item difficulties and person measures are placed on the same scale. The 
Rasch method produces scale-free person measures and sample-free item 
difficulties (Andrich, 1988b; Wright and Masters, 1982). That is, the 
differences between pairs of person measures and pairs of item difficul­
ties are expected to be sample independent. 

The RUMM program (1997) parameterizes an ordered threshold 
structure, corresponding with the ordered response categories of the items. 
The thresholds are boundaries located between the response categories 
and are related to the change in probability of responses occurring in the 
two categories separated by the threshold. A special feature of this ver­
sion of the R UMM program is that the thresholds are re-parameterized to 
create an ordered set of parameters which are directly related to the 
Guttman principal components. With four categories, three item param­
eters are estimated: location or difficulty (0), scale (6), and skewness (TJ). 
The location specifies the average difficulty of the item on the measure­
ment continuum. The scale specifies the average spread of the thresholds 
of an item on the measurement continuum. The scale defines the unit of 
measurement for the item and, ideally, all items constituting the measure 
should have the same scale value. The skewness specifies the degree of 
modality associated with the responses across the item categories. 

The RUMM program substitutes the parameter estimates back into 
the model and examines the difference between the expected values pre­
dicted from the model and the observed values using two tests of fit: one 
is the item-trait interaction and the second is the item-person interaction. 

The item-trait test of fit (a chi-square) examines the consistency of 
the item parameters across the person estimates for each item and data are 
combined across all items to give an overall test of fit. The latter shows the 
collective agreement for all items across persons of differing receptivity. 
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The item-person test of fit examines both the response pattern of 
persons across items and for items across persons. It examines the re­
sidual between the expected estimate and the actual values for each per­
son-item summed over all items for each person and summed over all 
persons for each item. The fit statistics approximate a t distribution with 
a mean of zero and a standard deviation of one. Negative values indicate 
a response pattern that fits the model too closely (probably because de­
pendencies are present) and positive values indicate a poor fit to the model 
(probably because 'noise' or other measures are present). 

The Questionnaire and Data Collection 

The first draft of the questionnaire was trialed with 15 secondary 
curriculum officers/teachers in the Education Department. The second 
draft was trialed with seven secondary school principals. Modifications 
in language, style and items were made resulting in 123 items for use as 
part of the original and wider data collection. Eighty-one items pertinent 
to the present study were taken for analysis: 68 items in a Likert format 
with four response categories and thirteen items in a semantic differential 
(see the appendix). 

No neutral category was provided between agree and disagree be­
cause it would attract responses such as 'don't know', 'don't want to an­
swer', 'unsure' and 'neutral', making interpretation unclear. However, a 
separate undecided category was provided for those who were genuinely 
undecided. 

The eight orientations of teacher receptivity were measured by (see 
also the appendix): 
1. 	 Ten Likert style items on feelings towards the use of Student Out­

come Statements compared to the previous system; 
2. 	 Five Likert style items on the personal non-monetary cost benefit of 

using Student Outcome Statements; 
3. 	 Eight Likert style items on perceived support for Student Outcome 

Statements by significant others; 
4. 	 Six Likert style items on behavior intentions towards the use of Stu­

dent Outcome Statements; 
5. 	 Seven Likert style items on the alleviation of concerns with Student 

Outcome Statements; 
6. 	 Thirteen semantic differential style items on attitude towards Stu­

dent Outcome Statements; 
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7. Eleven Likert style items on teacher collaboration; and 
8. Ten Likert style items on teacher involvement in decision-making. 

Data Analysis 

The data were analyzed with the items for each of the eight orientations 
separately. Items which did not fit the model or had reversed thresholds (in­
dicating that the categories were not answered consistently) were deleted. 
This was done because receptivity was designed and conceptualized from the 
eight orientations. Forty valid items \','ere left from the original 81 items and 
these were analyzed together as one scale of teacher receptivity to Student 
Outcome Statements. All these 40 items fitted the model. 

Results 

The results are set out in one figure and six tables. Figure 1 shows the 
graph of teacher receptivity and item difficulties on the same scale in logits. 
Table 1 shows the location, scale and skewness values for 40 items fitting 
the model. Table 2 shows the threshold values of the 40 items fitting the 
model. Table 3 shows item-teacher interaction data. Table 4 shows the 
item-trait interaction data. Table 5 shows the location on the continuum, fit 
to the model and probability of fit to the model for the 40 items forming the 
scale, in location order. Table 6 shows teacher receptivity measures, stan­
dard errors and fit to the model in teacher measure order. 

Person-Item Frequency Distribution 
(Set to 100 Groups with Interval Length of 0.090 ) 
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Figure 1. Graph of teacher receptivity and item difficulties. 
Note: Teacher receptivity values and item difficulties can be read from the 

parameter estimate scale in logits. 
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Table 1 

Location, Scale and Skewness values for 40 items fitting the model 

Location Scale Skewness 
Item Code Estm SE Estm SE Estm SE 
Ex001 1001 -.701 0.175 1.0090.109 .241 0.078 
Ex002 1002 .618 0.161 1.441 0.160 -.059 0.054 
Ex003 1003 -.657 0.152 .868 0.104 .027 0.072 
Ex004 1004 -1. 297 0.164 1.238 0.103 -.009 0.074 
Ex005 1005 -.693 0.154 1.218 0.110 -.032 0.064 
Ex006 1006 -.649 0.159 .750 0.103 .173 0.076 
Ex007 1007 -.599 0.156 .821 0.104 .124 0.073 
Ex008 1008 -.752 0.169 1.159 0.110 .115 0.072 
Ex009 1009 .020 0.160 1. 227 0.130 .028 0.061 
Ex010 1010 -.412 0.146 .987 0.110 -.055 0.065 
Ex012 1012 1. 046 0.138 .937 0.122 .182 0.058 
Ex013 1013 -.523 0.168 .960 0.109 .210 0.075 
Ex022 1022 -.332 0.155 .764 0.105 .226 0.073 
Ex024 1024 -.829 0.255 1.017 0.149 .264 0.117 
Ex025 1025 .200 0.153 .723 0.130 -.138 0.074 
Ex030 1030 -1. 120 0.187 1.103 0.105 .353 0.086 
Ex031 1031 .171 0.137 .697 0.106 .169 0.065 
Ex032 1032 -1. 253 0.177 1.324 0.105 .159 0.078 
Ex035 1035 .881 0.121 .665 0.104 .013 0.058 
Ex037 1037 .907 0.123 .597 0.106 .217 0.063 
Ex040 1040 .680 0.147 .727 0.122 .159 0.068 
Ex041 1041 .949 0.170 .842 0.147 .078 0.074 
Ex054 1054 .669 0.115 .517 0.098 .094 0.060 
Ex055 1055 -.012 0.135 .607 0.101 .195 0.067 
Ex056 1056 .220 0.124 .546 0.100 .104 0.064 
Ex057 1057 2.047 0.134 1.038 0.107 .119 0.058 
Ex058 1058 1. 338 0.121 .698 0.102 .035 0.058 
Ex059 1059 1.517 0.121 .702 0.101 .084 0.059 
Ex065 1065 -1.164 0.150 1.210 0.102 - .118 0.068 
Ex067 1067 -.558 0.156 .792 0.102 .196 0.073 
Ex068 1068 .513 0.146 1.017 0.124 .165 0.058 
Ex069 1069 .330 0.149 .942 0.118 .223 0.062 
Ex070 1070 1. 277 0.136 1.021 0.119 .028 0.054 
Ex071 1071 -1. 123 0.188 1.315 0.110 .266 0.082 
Ex072 1072 -1. 545 0.176 .884 0.099 .203 0.086 
Ex073 1073 -.186 0.148 .809 0.105 .212 0.067 
Ex077 1077 -.485 0.142 .543 0.100 .117 0.074 
Ex079 1079 .242 0.136 .814 0.108 .118 0.060 
Ex080 1080 .911 0.114 .444 0.100 -.080 0.063 
Ex081 1081 .354 0.132 .570 0.108 .128 0.067 
No. of Items = 40 No. of Persons = 126 
Item Convergence 21 Person Convergence = 4 
Convergence crt. = 0.010 
Separation Index = 0.934 

Psychometric Characteristics ofthe Receptivity Scale 

The final 40 items measuring receptivity have a good fit to the mea­
surement model, indicating a strong agreement between all 126 teachers 
to the different locations of the 40 items on the scale (see Table 5). That 
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Table 2 

Threshold values of the 40 items fitting the model 

1 2 ~ 
ExOOl 1001 -1.536 -.965 2.502 
Ex002 1002 -2.999 .235 2.764 
Ex003 1003 -1. 682 -.106 1. 788 
Ex004 1004 -2.495 .037 2.457 
Ex005 1005 -2.501 .129 2.372 
Ex006 1006 -1.155 -.692 1. 847 
Ex007 1007 -1. 393 -.497 1. 890 
Ex008 1008 -2.087 -.462 2.548 
Ex009 1009 -2.397 -.113 2.510 
ExOl0 1010 -2.085 .221 1. 863 
Ex012 1012 -1.509 -.728 2.237 
Ex013 1013 -1.500 -.841 2.341 
Ex022 1022 -1.075 -.905 1.980 
Ex024 1024 -1. 508 -1.055 2.562 
Ex025 1025 -1.721 .550 1.171 
Ex030 1030 -1. 500 -1.410 2.910 
Ex031 1031 -1. 056 -.678 1.734 
Ex032 1032 -2.329 -.636 2.965 
Ex035 1035 -1.305 -.050 1.356 
Ex037 1037 -.759 -.870 1. 629 
Ex040 1040 -1.136 -.636 1.772 
Ex041 1041 -1.528 -.311 1.839 
Ex054 1054 -.845 -.377 1. 223 
Ex055 1055 -.824 -.781 1. 605 
Ex056 1056 -.885 -.415 1.299 
Ex057 1057 -1. 838 -.478 2.316 
Ex058 1058 -1.327 - .140 1. 466 
Ex059 1059 -1.236 -.337 1.573 
Ex065 1065 -2.655 .472 2.183 
Ex067 1067 -1.192 -.784 1. 975 
Ex068 1068 -1.706 -.658 2.364 
Ex069 1069 -1.438 -.892 2.330 
Ex070 1070 -1.986 - .112 2.097 
Ex071 1071 -2.097 -1. 066 3.162 
Ex072 1072 -1.361 -.813 2.175 
Ex073 1073 -1.194 -.847 2.041 
Ex077 1077 -.852 -.469 1. 321 
Ex079 1079 -1.391 -.473 1.864 
Ex080 1080 -1. 048 .321 .727 
Ex081 1081 -.884 -.513 1. 397 

Notes: The thresholds for each item are ordered from low to 
high corresponding to the ordering of the response 
categories. They are the unconstrained values. 

is, there is strong agreement amongst the teachers to the item difficulties 
on the scale. The Index of Separability for the 40 item scale is 0.934 (see 
Table 4). The item threshold values are ordered from low to high indicat­
ing that the teachers have answered consistently with the ordered response 
format used (see Table 2). The item-trait tests of fit (see Table 5) indicate 
that the values of the item difficulties are strongly consistent across a 
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Table 3 

Item-teacher interaction data 

Items Persons 
Location Fit Location Fit 

Mean 0.000 0.130 0.927 -0.338 
SD 0.883 1.542 1.·061 1.769 
degrees of freedom 119.88 degrees of freedom = 38.06 

Table 4 

Item-trait interaction data 

Total Item Chi Sq 130.341 
Total Degree Freedom 78.000 
Total ChiSq Probability 0.000 
Person separation index 0.934 
Test of Fit Power EXCELLENT 

range of teacher measures. The item-teacher tests of fit (see Table 4) 
indicate that there is good consistency of teacher and item response pat­
terns. These data indicate that the errors are small and that the power of 
the tests of fit are good. 

However, there is one problem area and this involves the scale val­
ues. The scale values for each item (observed average half threshold 
distance) vary too much (from l.441 to 0.444 logits, see Table O. In an 
ideal scale, these values should be equal, within the error measurement, 
as they define the unit of measurement. The variation probably arises 
from the measurement of 'noise' . 

Meaning of the Receptivity Scale 

The 40 items that make up the variable, teacher receptivity to Stu­
dent Outcome Statements, are conceptualized from eight orientations. 
These eight orientations are confirmed as contributing to the variable. 
The 40 items define the variable. They have good content validity and 
they are derived from a conceptual framework based on previous research 
and theory. This, together with the previous data relating to reliability 
and fit to the measurement model, is strong evidence for the validity of 
the variable. This means that the teachers' responses to the 40 items are 
related sufficiently well to represent the variable teacher receptivity to 
Student Outcome Statements. 
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Table 5 

Location on the continuum, fit to the model and probability offit to the model 
for the 40 items forming the scale in location order 

Label Location SE Fit ChiSq Probability 

Ex072 r072 -1. 545 0.18 0.233 1. 812 0.388 
Ex004 1004 -1.297 0.16 1. 835 5.054 0.055 
Ex032 r032 -1.253 0.18 -1.343 3.214 0.179 
Ex065 1065 -1.164 0.15 1. 463 2.453 0.274 
Ex071 1071 -1.123 0.19 0.219 4.801 0.066 
Ex030 r030 -1.120 0.19 -1.618 12.879 0.000 
Ex024 r024 -0.829 0.26 0.293 0.128 0.936 
Ex008 r008 -0.752 0.17 -0.962 2.719 0.237 
Ex001 1001 -0.701 0.18 -1.025 6.088 0.022 
Ex005 r005 -0.693 0.15 -1.023 3.376 0.163 
Ex003 1003 -0.657 0.15 -1.155 5.800 0.030 
Ex006 r006 -0.649 0.16 -2.369 9.395 0.000 
Ex007 r007 -0.599 0.16 -2.178 5.872 0.028 
Ex067 r067 -0.558 0.16 1.166 4.553 0.079 
Ex013 r013 -0.523 0.17 -1. 584 6.437 0.014 
Ex077 1077 -0.485 0.14 -0.253 1.132 0.556 
Ex010 r010 -0.412 0.15 -0.399 1.022 0.589 
Ex022 1022 -0.332 0.16 -0.839 0.768 0.673 
Ex073 r073 -0.186 0.15 -0.375 0.056 0.971 
Ex055 r055 -0.012 0.14 -0.769 0.245 0.881 
Ex009 1009 0.020 0.16 0.240 0.449 0.794 
Ex031 r031 0.171 0.14 -0.816 0.312 0.852 
Ex025 1025 0.200 0.15 1. 473 0.409 0.810 
Ex056 r056 0.220 0.12 -0.193 0.326 0.846 
Ex079 1079 0.242 0.14 0.343 0.505 0.771 
Ex069 1069 0.330 0.15 1.011 2.745 0.233 
Ex081 1081 0.354 0.13 0.800 2.809 0.225 
Ex068 r068 0.513 0.15 1. 737 11.277 0.000 
Ex002 r002 0.618 0.16 0.333 4.935 0.060 
Ex054 r054 0.669 0.11 0.667 5.939 0.026 
Ex040 r040 0.680 0.15 0.859 1.602 0.434 
Ex035 1035 0.881 0.12 6.742 3.527 0.149 
Ex037 r037 0.907 0.12 -0.143 0.494 0.775 
Ex080 1080 0.911 0.11 0.778 1.951 0.360 
Ex041 1041 0.949 0.17 0.138 3.944 0.116 
Ex012 r012 1. 046 0.14 0.328 0.229 0.889 
Ex070 1070 1. 277 0.14 2.104 6.069 0.023 
Ex058 r058 1. 338 0.12 1. 209 2.198 0.315 
Ex059 1059 1.517 0.12 0.777 1. 521 0.453 
Ex057 1057 2.047 0.13 1.164 1. 294 0.511 

Discussion of the Receptivity Scale 

Figure 1 shows that most teachers find it easy to agree with most 
items; that is, the items are on the easy side and this means that teachers 
are receptive to the aspects of Student Outcome Statements represented 
by the items. Items at the easiest end of the scale (for example 72, 4, 32. 
65, 71, 30, Table 5) are answered in agreement by nearly all the teachers. 
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Table 6 

Teacher receptivity measures, standard errors andfit to the model in teacher 
measure order 

Teacher no. Total Ability SE Fit Teacher no. 

31 2 -4.28 .761 1. 758 31 
88 29 -1.198 .283 .209 88 
46 18 -1.056 .323 2.657 46 
50 35 -.947 .245 4.112 50 
56 39 -.893 .244 2.032 56 
87 19 -.824 .385 -.039 87 
47 48 -.613 .228 -.824 47 
86 44 -.315 .242 -.887 86 

3 53 -.297 .226 1. 718 3 
96 47 -.232 .242 -2.036 96 

116 42 -.229 .252 -2.142 116 
1 33 -.226 .269 .234 1 

120 43 -.219 .25 .656 120 
53 58 -.141 .224 .207 53 

107 54 -.141 .234 -1.37 107 
124 55 -.083 .233 1. 325 124 

49 51 -.063 .246 -2.401 49 
26 48 -.055 .257 1.109 26 

109 35 -.051 .287 -1. 8 109 
48 44 -.005 .259 2.132 48 
64 48 .087 .262 .527 64 

114 31 .098 .293 -.189 114 
106 58 .144 .24 .885 106 

28 58 .151 .239 -1.51 28 
25 62 .164 .227 -.382 25 
79 57 .193 .244 .024 79 
99 54 .241 .264 -.563 99 

121 66 .264 .226 -.875 121 
110 53 .285 .251 -1. 243 110 

71 57 .328 .247 -1.868 71 
42 50 .331 .27 .102 42 

102 59 .333 .245 -.91 102 
97 64 .41 .237 1.152 97 
68 57 .422 .249 -.398 68 
23 61 .427 .246 .765 23 

100 66 .438 .234 -1.117 100 
123 39 .46 .297 -4.239 123 

83 70 .471 .228 .083 83 
67 66 .498 .241 -3.29 67 

126 68 .515 .237 -2.313 126 
98 53 .517 .272 -1.801 98 
39 66 .527 .239 .251 39 
55 58 .54 .259 -.312 55 

4 71 .607 .234 1.267 4 
75 59 .621 .271 -5.7 75 

105 73 .629 .231 -.391 105 
84 68 .637 .24 -.314 84 
62 71 .638 .232 .978 62 
51 64 .648 .246 -3.327 51 
54 63 .656 .261 -3.592 54 
72 70 .676 .237 -4.067 72 
60 74 .682 .231 .852 60 
30 74 .682 .231 -.661 30 
40 65 .696 .249 -4.308 40 
45 66 .71 .252 -3.921 45 
94 70 .712 .236 .14 94 
10 71 .722 .239 -.929 10 

104 72 .728 .24 -.251 104 
37 70 .758 .243 -2.575 37 
91 57 .76 .279 -2.334 91 
63 66 .79 .249 -.811 63 
22 66 .837 .256 -.034 22 

(Table continues) 
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(Table 6 continues) 
Teacher no. Total Abihty SE Flt Teacher no. 

29 77 .845 .234 -.899 29 
5 75 .862 .237 1.511 5 

21 47 .869 .286 -1.616 21 
85 76 .913 .237 1. 341 85 
16 69 .923 .251 -2.216 16 
27 79 .955 .236 -1.111 27 

118 79 .955 .236 -4.023 118 
2 72 1. 016 .248 -1.415 2 

69 75 1.041 .253 1.162 69 
34 74 1. 046 .247 .734 34 
70 81 1. 068 .238 3.377 70 

125 81 1. 068 .238 1. 682 125 
89 69 1.093 .271 -1.953 89 

122 82 1.125 .24 -1.364 122 
113 82 1.125 .24 -2.21 113 

76 80 1.143 .242 2.13 76 
35 70 1.157 .262 -.882 35 
11 81 1.164 .245 -3.286 11 
74 76 1.174 .251 1. 768 74 
81 74 1.182 .252 -.804 81 

8 83 1.183 .241 -.587 8 
80 73 1.217 .256 .108 80 
13 73 1. 247 .269 .071 13 
33 78 1. 25 .254 -1.001 33 
32 80 1.255 .252 3.013 32 
66 76 1. 365 .268 -.999 66 

111 78 1. 367 .259 -2.042 111 
65 80 1.414 .258 -2.303 65 
19 64 1. 437 .279 -.19 19 

101 83 1.459 .256 1.182 101 
82 77 1. 478 .269 -2.259 82 

103 82 1.504 .26 1.563 103 
6 86 1. 522 .253 -1. 91 6 

78 65 1.547 .305 -.46 78 
108 87 1. 573 .255 -.08 108 

38 81 1. 594 .268 .542 38 
43 81 1.608 .269 .094 43 

115 88 1. 608 .259 1.244 115 
44 81 1.617 .268 3.931 44 
52 91 1. 675 .256 3.183 52 
95 72 1.681 .285 1. 844 95 

9 61 1. 722 .305 2.309 9 
73 87 1.73 .265 -1.925 73 
90 88 1. 765 .268 -.911 90 
24 86 1. 778 .273 -1. 053 24 
41 87 1. 89 .276 .073 41 
93 95 1. 947 .267 1. 322 93 

119 96 2.019 .27 - .113 119 
7 97 2.093 .274 -.212 7 

77 86 2.158 .297 1.563 77 
92 98 2.169 .277 -1.051 92 
12 96 2.183 .283 .342 12 
57 95 2.317 .293 .118 57 

112 82 2.393 .333 .684 112 
17 101 2.411 .291 .335 17 
61 91 2.679 .332 1. 63 61 
20 104 2.68 .309 1.194 20 
59 100 2.793 .326 .033 59 
36 101 2.893 .333 -.031 36 
14 105 3.073 .344 .016 14 

117 108 3.102 .342 -1. 06 117 
58 109 3.223 .354 .134 58 
15 104 3.258 .368 -.988 15 
18 111 3.992 .454 .035 18 

Person Mean: 0.927 Fit Mean: -0.338 
Person SD 1. 061 Fit SD 1. 769 
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This means, for example, that teachers found it easy to agree that they 
participated in selecting resources for Student Outcome Statements (item 
72, Table 5); that Student Outcome Statements address the needs of indi­
vidual students better than in the previous system (item 4); that in their 
behavior and communication with others, they intend to say that Student 
Outcome Statements are useful for planning teaching and learning pro­
grams (item 32); that other teachers seek their advice about teaching 
problems (item 65); and that teachers share ideas with teachers not in 
their department at school (item 71). The outcomes here are that teachers 
find it easy to agree with these items. They are contributing positively to 
teacher receptivity and teachers are receptive to these aspects related to 
Student Outcome Statements. Similar comments can be made about the 
other easy items. It should be noted that these results also mean that 
administrators have done a good job explaining and preparing for those 
aspects relating to the easy items. Teachers are supportive of these and 
they have contributed to their positive receptivity. 

Items at the hard end of the scale (for example item nos. 57,59, 58, 
70, 12, 41 Table 5) are only answered in agreement by those teachers 
who have high receptivity (for example teacher nos. 18, 15,58, 117, 14, 
36, Table 6). Teachers whose receptivity is at the low end of the scale (for 
example nos. 31, 88, 46, 50, 56,87, Table 6) would not be able to answer 
in agreement with the hard items. This means, for example, that teachers 
found it hard to agree that the Student Outcome Statements are uncompli­
cated (item 57); that they are time efficient (item 59); that they are clear 
(item 58); that they offer advice about teaching to other teachers, without 
being asked for it (item 70); that, in weighing upthe balance between the 
extra work generated by Student Outcome Statements and homelife, Stu­
dent Outcome Statements are worthwhile (item 12); and that they can 
access the District Office to obtain advice about Student Outcome State­
ments (item 41). Similar comments can be made about other hard items. 

The information from this scale leads directly to advice that can be 
given to administrators and decision-makers about how to improve teacher 
receptivity (attitudes and intentions) to Student Outcome Statements. There 
are four difficult items relating directly to the alleviation of concerns about 
Student Outcome Statements which imply that improvements could be made 
and which, in tum, could lead to improvements in teacher receptivity. One, 
administrators can make it easier for teachers to have access to Central 
Office in regards to contact, information and support. Two, principals can 
hold school meetings at which teachers can raise their concerns about Stu­
dent Outcome Statements and have those concerns dealt with quickly and 
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efficiently at school. Three, principals and senior teachers need to organize 
for someone at school to provide support when teachers have implementa­
tion problems with Student Outcome Statements. Four, the District Super­
intendent can organize for teachers to have easy contact and information 
support when problems with Student Outcome Statements arise. 

There are four aspects of Student Outcome Statements that can be 
improved which, in turn, could lead to improved teacher receptivity. 
Administrators could make the system less complicated, more time effi­
cient for teachers, more clear and more realistic. If this is difficult to do, 
it may be possible for administrators and principals to explain the system 
to teachers again. 

There are six other aspects which are moderately difficult (items 2, 
68,81,69, 79, 25) and which could be addressed to improve receptivity. 
Administrators could arrange professional development to show teachers 
how they could manage their classrooms better with the new system. Prin­
cipals could encourage teachers to share advice on teaching problems and 
help each other more with problems relating to the new system at school. 
Principals could help organize professional development for teachers that 
focus on problems and issues directly related to the new system, as needed 
by teachers. School administrators can allow and help teachers to be a 
little more flexible in implementing the system to suit the needs of stu­
dents with difficulties. 

Conclusion 

The Extended Logistic Model ofRasch was useful in creating a scale 
of teacher receptivity to Student Outcome Statements (a system-wide edu­
cational change in a centralized system) and for investigating the psycho­
metric properties of the scale. The evidence suggests that the scale has 
excellent reliability and validity. The analysis confirms the conceptual 
design of teacher receptivity as involving at least eight orientations: evalu­
ative attitudes, behavior intentions, feelings towards the change compared 
to the previous system, the benefits of the change, support from signifi­
cant others, alleviation of concerns, collaboration with other teachers, and 
involvement in decision-making. 

The analysis leads to the conclusion that teacher receptivity to the 
change can be improved by focusing on the difficult items which represent 
the important inOuences not addressed by administrators. Hence adminis­
trators can make strong improvements to teacher rece;:ptivity to this change 
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by improving teachers' access to information from Central Office, by hold­
ing school meetings to allow teachers to raise specific concerns, and by 
providing help to teachers with implementation problems. Moderate im­
provements to receptivity can be made through the use of professional de­
velopment relating to the change, encouraging teachers to share advice on 
problems and solutions, and for administrators to be more flexible in allow­
ing teachers to suit the needs of students with difficulties. Receptivity could 
also be improved if administrators could make the change less complicated, 
easier to implement and more realistic for classroom use. 
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Appendix 


40 Items of the Questionnaire fitting the model 

In comparison to the previous system (Unit Curriculum), the use of Student Out­
come Statements allows me to: 
1. 	 provide for better student learning. 
2. 	 manage my classroom better. 
3. 	 provide more relevant content. 
4. 	 address the needs of individual students better. 
5. 	 provide more varied experiences for the students. 
6. 	 better describe student learning. 
7. 	 make better judgements about student achievements. 
8. 	 plan more relevant learning experiences for my students. 
9. 	 demonstrate my accountability. 
10. 	 report more effectively on student achievement. 

Non-monetary cost benefit of using Student Outcome Statements. 
12. 	 In weighing up the balance between any extra work generated for you by 

Student Outcome Statements and your home life, the use of use of Student 
Outcome Statements is worthwhile. 

13. 	 In weighing up the balance between any extra work generated for you by 
Student Outcome Statements and better student classroom learning, the use 
of Student Outcome Statements is worthwhile. 

Significant other support for using Student Outcome Statements. 
22. 	 Most teachers in this department support Student Outcome Statements. 
24. 	 The District Superintendent supports Student Outcome Statements. 
25. 	 Most teachers in this school support Student Outcome Statements. 

In my behavior and communication with others, I will probably say that 
Student Outcome Statements are useful: 
30. 	 for monitoring student achievement. 
31. 	 for reporting student achievement to parents. 
32. 	 for planning teaching and learning programmes. 

Alleviation of concerns about the use of Student Outcome Statements. 
35. 	 There are regular school meetings at which I can raise my concerns about 

Student Outcome Statements. 
37. 	 There is good general school support whenever I have problems with the 

implementation of Student Outcome Statements in the classroom. 
40. 	 I can access Central Office support to obtain advice about Student Outcome 

Statements. 
41. 	 I can access District Office support to obtain advice about Student Outcome 

Statements. 
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Attitudes towards the use of Student Outcome Statements 
54. 	 realistic idealistic 
55. 	 effective ineffective 
56. 	 necessary unnecessary 
57. 	 uncomplicated complicated 
58. 	 clear unclear 
59. 	 time efficient time inefficient 

Teacher collaboration 
65. 	 Teachers seek my advice about their teaching problems in this department. 
67. 	 I share teaching resources and materials with teachers who are not in my 

department. 
68. 	 Teachers who are not in my department seek my advice about their teaching 

problems. 
69. 	 If! have a teaching problem, I get advice from teachers who are not in my 

department. 
70. 	 I don't offer advice to teachers about their teaching unless I am asked for it. 
71. 	 I share ideas with teachers who are not in my department. 

Involvement in decision-making 
72. 	 Teachers participate in selecting instructional materials and resources in this 

department. 
73. 	 Teachers participate in determining the content of professional development 

sessions in this department. 
77. 	 I am involved in decisions that are related to Student Outcome Statements in 

this department. 
79. 	 Teachers participate in determining the type ofof whole school professional 

development that we have in this school. 
80. 	 I am involved in decisions outside my department which are related to Stu­

dent Outcome Statements. 
81. 	 Teachers are encouraged by a deputy-principal to modify the curriculum to 

meet student needs. 
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Introduction 

Items in a test have been known to be biased against particular sub-groups 
and have become a cause of concern to examinees, users of tests and the 
testing community (Hambleton and Swaminathan, 1985; Thissen, 
Steinberg and Fitzpatrick, 1989). Thorndike (1982) argues that bias is 
involved whenever the group with which a test is used brings to the test a 
cultural background noticeably different from that of the group for which 
the test was primarily developed and standardized. 

Although bias is referred to differently by different researchers, 
Osterlind (1983, p. 4) defines it as: 

a systematic error in the measurement process. It affects all mea­
surement in the same way changing measurement - sometimes 
increasing it and other times decreasing it ... Bias than is noth­
ing more or less than consistent distortion of statistics. 

In current work involving item response theory (IRT), the terms 'dif­
ferential item functioning' (DIP) and 'differential item performance' (DIP) 
are used instead of item bias. However, it must be noted that DIP/DIP is 
not restricted to IRT approaches (Fan, 1998; Rudner, Getson and Knight, 
1980a). 

Although the term DIF (DIP) indicates that items function differ­
ently for various subgroups of examinees, and can be argued to be differ­
ent from bias (Scheuneman and Slaughter, 1991), the terms are used 
interchangeably in this paper as supported by Johanson and Johanson 
(1996). Furthermore, the aim of the paper is to highlight the normally 
forgotten micro-level bias ofthe distractors as compared to the much dis­
cussed and formulated item-level bias. The paper also seeks to review 
associated statistics in order to identify distractor level bias and is illus­
trated with items selected from a physics problem-solving test adminis­
tered in two countries. 

Distractor Bias-the Roots 

Numerous techniques have been advanced for identifying bias at the 
item level. Matuszek and Oakland (1972) compared the factor structures 
for subgroups taking the same items. Green and Draper (1972) used the 
item-score point biserials for subgroups and identified the biased items. 
However, Wright, Mead and Draba (1976, p. 4) indicate the limitations of 
these methods and argue that, "any technique which relies upon correla­
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tions as the indication of bias is vulnerable to the variation on the trait in the 
samples studied. Where groups differ in their traits variability, then items 
can appear biased when they are not." Rudner, Getson and Knight (1980) 
investigated seven biased item detection techniques. Their study examined 
two transformed item difficulties approaches, three item characteristic curve 
(ICC) approaches, and two chi-square approaches. They found that the "chi­
square technique was found to be effective as the three parameter ICC theory 
technique" (Rudner, Getson and Knight, 1980a, p. 4) 

Adams (1984) has discussed three methods of identifying bias. In the 
ANOVA method, the focus is on the interaction between group membership 
and correct response. The item difficulty is examined and the measure of 
bias is the significance of F, both its main effects and interactions. 

The focus of the transformed item difficulties method is parallel to 
the ANOVA method. However, the measure of bias is some arbitrary des­
ignation of distance on a scatter plot. In addition to these two methods 
there is the chi-square method and its focus of analysis is on the differ­
ence in proportion attaining a correct response across total score catego­
ries. The significance of chi-square is the measure of bias and is based on 
item difficulty. Although these methods are useful, the estimation proce­
dures are based on classical test theory and on the proportion attaining a 
correct response (Adams, 1992). 

Contrary to classical test theory, IRT uses the assumption that exam­
inee performance on a test can be predicted from a defined examinee 
characteristic, by estimating scores for the examinee on the characteristic 
and using these scores to predict or explain item and test performance 
(Lord, 1980). The relationship between examinee item performance and 
the set of traits assumed to be influencing the characteristic and item per­
formance can be described by a monotonic item characteristic function 
(ICF). In the one-parameter and single dimensional model, the ICF is com­
mon to all items and is called item-characteristic curve (ICC). It provides 
the probability ofexaminees answering an item correctly at different points 
on the ability scale (Hambleton and Swaminathan, 1985). 

Lord and Stocking (1997) highlight the advantage IRT has to pro­
vide a natural method for detecting item bias as the item response func­
tion, in theory, does not depend on the group used for calibration. In order 
to detect item bias, the item response functions of the target subgroups 
are compared. Items that were biased would have curves that were sig­
nificantly different (Lord, 1980). Adams (1992) argues that the difference 
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or area between these curves for the two subgroups would be better for 
determining item bias, asthe area is an estimate of probability of success 
of examinees of equal ability level. 

Apart from comparing the area under the ICC, numerous other indi­
ces for estimating item bias have been reported (Thissen, Steinberg and 
Fitzpatrick, 1989). The item difficulty, also referred to as the p-value of 
an item, is the measure of proportion of examinees in a given population 
or SUb-population who answer correctly (Osterlind, 1983). 

Another approach in IRT uses the discrimination index, or the item 
fit statistics to assess the degree to which an item correctly differentiates 
between examinees on a test. The discrimination index is used to indicate 
the power of an item in separating the capable from the less capable on a 
specified latent attribute. 

Numerous studies (Bezruczko, et aI., 1989; Wang and Lane, 1994) 
have utilized these indices for identifying item bias. The compare routine in 
the QUEST (Adams and Khoo, 1993) program produces the difference of 
item difficulties (d J - d), the standardized item difficulties (std_d J - std_d2), 

the associated chi-square values and the corresponding p-values. Biased 
items are commonly considered to be those whose (i) difference in diffi­
culty is below -0.50 or greater than +0.50; (ii) difference in adjusted stan­
dardized level of difficulty indices between the foci groups fallout of the 
range ±2.00; and (iii) discrimination indices of the groups under survey are 
below 0.15 or greater than 0.55. However, of these three criteria, the second 
is heavily dependent on sample size, and the third involves a reversion to 
the use of classical test theory, in the context of using item response theory. 
In all the studies cited above, once an item has been identified as biased, 
discussion is primarily based on the generalities of the item, especially with 
the item-stem. Very little emphasis has been given to the alternatives them­
selves, and how they may have caused bias or functioned differentially. It 
can thus be argued that the methods and indices discussed thus far restric­
tively look into the proportion of items correct rather than considering all 
the alternative responses wholistically. Rudner, Getson and Knight (1980a) 
indicate that item bias is distinct from the issue of test bias. Hence, it can be 
argued along similar lines that distractor bias warrants special attention as it 
is different from item bias. The next section outlines possible methods for 
identifying distractor bias, and highlights conditions where an item may be 
biased while the alternatives are not and vice-versa. 
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Theoretical Consideration, Bayes' Theorem 
and Associated Goodness-of-Fit Indices 

An important application of Bayes' theorem is in the analysis of case­
control studies (Freeman, 1987). This study design gathers data on gender 
type (cases) and compares the choice of alternatives found in a comparable 
or control group. From categorical analysis of data theory, it is possible to 
compare the conditional probabilities of gender and to assess the relation­
ships between gender and the selection of alternatives which are considered 
as categories here. Freeman (1987) argues that what is required in such 
situations is the comparison of the conditional probabilities of alternative 
selection, subject to the conditional probabilities for gender. Use of Bayes 
theorem, moreover, permits the latter design, also called the cohort study, to 
be linked to the former case-control study design, and the incidence rates 
can be reported as conditional probabilities. 

From these conditional probabilities of incidence rates, Freeman 
(1987, p.38) shows that a probability distribution can be hypothesized, 
regardless of whether the parameters are estimated or specified. Thus the 
data obtained lend themselves to the use of tests of goodness-of-fit. The 
Pearson chi-square test (X2) automatically allows for comparison of pa­
rameters. Freeman (1987) further argues that the likelihood ratio chi-square 
(G2) and the Neyman weighted least squares chi-square (Q) are also use­
ful for assessing the fit for data-specified distributions. The following 
forms were used in computing distractor bias in this paper: 

X2 =L'j=l«Yj - m? / m) (1) 

G2 =2 L';=l(Y In (Yj / m)) (2) 

(3) 

where Y is the observed count 
I 

mj =E( Yj/ Ho) [Il\ is the expected count for Y in the ith category 
when the hypothesised distribution is true (Ho)' i =1, ... 1.] 

Tabachnick and Fidell (1996, p.245) caution against the use of X2 as 
its nonadditivity becomes a serious issue as additional variables produce 
higher order associations. They suggest that an alternative strategy is to 
use the likelihood ratio statistic G2, which has the property of additivity of 
effects. Further to this, Cohen et al. (1996) have indicated that the G2 
could be used to detect DIPs and the findings would be consistent with 
the one-parameter Rasch model. The Q-statistic has been found to be use­
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ful in categorical data analysis and Freeman (1987) argues that all three 
goodness-of-fit statistics should be reported both for comparability rea­
sons and for consistency checks. 

It must also be recorded here that the goodness-of-fit tests used in 
this study are different from the chi-square procedure used by Adams 
(1992). He argues that chi-square is particularly sensitive to within-groups 
item discriminations, as well as being constrained by the arbitrary selec­
tion of ability levels, ability being estimated from only those who responded 
correctly to an item (Adams, 1992, p.181). The goodness-of-fit proce­
dures used here are based on data-specified distributions and take into 
consideration all the alternatives as categories. Scheuneman (1979) also 
argues that the chi-square procedures are rough approximations to the 
IRT model. Hence, the chi-square statistical procedures referred to above 
should enable the meaningful interpretation of differential functioning of 
distractors, as a "concerted method" of examining bias (Marascuilo and 
Slaughter, 1981, p. 229). 

The Year 10 Physics Problem Solving Test 

In the years 1995 and 1996, approximately 650 Year 10 (Secondary 
Four) students from South Australian and Singaporean schools were tested 
in a 25 multiple-choice item test in physics problem solving. The data 
were analyzed with the Rasch procedure and all items fitted the model 
(INFIT MNSQ range 0.83 H 1.20). The data were then subjected to the 
compare routine available in the QUEST (Adams and Khoo, 1993) pro­
gram which identified the following items as biased: 

Item No 6: (easier for males) 

One half-second after starting from rest, a freely falling body will 
have a velocity of about 

A. 2.5 m S-1 C. 10 m S-1 

B.* 5 ms-1 D. 20ms-1 

Items 13 & 14 refer to the following information: 

A ball is thrown vertically upwards with an initial velocity of 10 m S-I. 

Neglect air resistance. 
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Item No 13: (easier for females) 

What is the maximum height reached by the ball? 
A. 2m C. 10m 

B.* 5m D. 100m 


Item No 14: (easier for males) 

How long is the ball in the air? 

A. 1 s C. 5 s 

B.* 2 s D. lOs 


Table 1 summarizes the relevant statistics produced through the compare 

routine. 

The findings in Table 1 are consistent with the goodness-of-fit indi­
ces computed with equations (1), (2) and (3) and are summarized below. 

Table 1 

QUEST (Adams and Khoo, 1993) output/or compare routine 

Adjusted Delta Difference 


Item # males females d1-d2 d1-d2 Chi-Sq 
 P 
d1 d2 std'ised 

6 -0.94 -0.01 -0.94 -5.11 26.l2 0.00 
13 0.88 0.46 0.41 2.36 5.57 0.02 
14 0.63 1.25 -0.62 -3.45 11.89 0.00 

The X2, Qand G2 values for Items 6, 13 and 14 are significant (p<0.05) 
for the associated degrees of freedom (df=3). Although the differential 
functioning of distractors could be examined through Table 2, dis tractors­
ability plots (D-A Plots) were drawn to aid in this task. Figure 1 and 2 are 
the distractors-ability plots for Items 6, and 13 respectively. 

For Item 6 it is evident from the plots that there are no interactions 
between the distractors and sex of students. There is a consistent pattern 
in the distribution of mean performance or ability levels across the 
distractors. Each distractor has about an equal amount of pull of students 
in a particular performance or ability level and is reflected in a parallel 
manner on the axis of the other subgroup. The significant values of the 
goodness-of-fit statistics could partly be attributed to relatively more fe­
males (31 %) were drawn to alternative C. Forsyth and Spratt (1980) con­
tend that reading skills, process skills and computational skills are three 
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Table 2 

Response rates and goodness-oj-fit indices Jor Items 6, 13 and 14 

Alternatives A B C D df Q'l Gl 

M% 4.1 74.5* 15.0 5.1 3 

Item M_Ab -0.61 0.51 -0.33 0.17 26.44 29.53 27.00 
#6 F_% 5.9 57.5' 31.1 5.6 3 

F_Ab -0.48 0.67 -0.03 0.39 

M% 1.3 36.9* 51.6 9.2 3 

Item M_Ab 0.12 0.92 0.01 -0.30 11.72 12.59 11.86 
#13 F_% 3.2 47.5* 40.2 8.8 3 

F_Ab -0.64 0.88 0.01 -0.36 

M% 43.6 42.0' 4.1 8.9 3 

Item M_Ab 0.10 0.72 -0.04 -0.27 9.31 9.54 9.34 
#14 F_% 52.2 31.7* 6.7 8.8 3 

F_Ab 0.32 0.72 -0.33 -0.07 

Note: M_%: Males-Percentage 
M_Ab: Mean Males-Ability Level in Logits 
F_%: Females-Percentage 
F_Ab: Mean Females-Ability Level in Logits 

cognitive skills that differentiate between individuals with respect to prob­
lem-solving ability. Thus, it is possible that females tended to merely re­
call (process skill) the concept that acceleration due to gravity is 10m S-2 

and simply choose alternative C even though the units were not equiva­
lent, where as males choose alternative B (the correct option) which seemed 
more viable than alternative C as only 15 per cent of males chose it. 

Item 13, however, shows an interaction effect with alternative A 
being chosen by on average higher performing males (0.1210gits) com­
pared to their female counterparts (-0.64 logits). Girls of performance or 
ability level O.Ollogit tended to choose alternative C. Thus for alternative 
A alone there exists a difference between males and females in average 
performance level of about 0.74 logits. The differential choice rate to­
wards this wrong alternative may be due in part to the conceptual proxim­
ity of option A (2 metres) which seemed more realistic to males. However, 
females of about equal performance or ability level thought otherwise. 
Option A was chosen by the relatively weaker females (-0.64). 

The findings here are in contrast to a study done by Lawrence and 
Curley (1989) on the response of males and females to items pertaining to 
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FemalesMales Females Males 

% Ability Ability % % Ability Ability % 
1.0 1.01.0 1.0 

B (47.5)(36.9) 0.92B* 
0.88 

B (57.5) 

(74.5) B* 

(5.6)D 

(1.3) A (40.2)(5.il D 

O.O+-----~ 0.0 C 0.0 
0.12 

0.0 C 

(31.1 ) (51.6)C 

(9.2) 
D(15.0) C D (88) 

A (5.9) 

A (3.2)(4.1) A 
·0.61 

·1.0 L·1.0 ·1.0·1.0 

Note: Ablhty Levels are III LogIts 
A, B, C and D are alternatives 

Figure 1: D-A Plots for Item 6 Figure 2: D-A Plots for Item 13 

technical aspects of science. They found that items that involved techni­
cal information were more difficult for females. However, in the case of 
Item 13, females found the item relatively easy. In addition, the distractors 
were attracting the sexes to respond differently. 

It is evident from these two sample items that even though an item 
may be identified as biased through IRT procedure, the goodness-of-fit 
statistics employed coupled with the D-A plots helps to identify further 
whether bias also occurs at the distractor level. 

The hypothesis that distractors may be behaving differentially rather 
than the item itself was extended beyond the items identified as biased by 
the compare routine in QUEST (Adams and Khoo, 1993). Two items in 
the physics problem-solving test exhibited characteristics similar to Items 
6 and 13 although not identified as biased items by the program. Table 3 
summarizes the output for the compare routine. 

The chi-square values for the comparison between males and fe­
males are not significantly different' and this implies that Items 11 and 18 
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Table 3 

QUEST (Adams & Khoo, 1993) outputJorcompare routine 
Adjusted Delta Difference 

Item # males dl Females d2 dl-d2 dl-d2 std'ised Chi-Sq p 

0.1211 0.03 -0.25 0.27 1.57 2.46 

18 OA) 0.16 0.25 1.43 2.03 0.15 

are not biased toward any particular subgroup. However, an examination 
using the analysis of distractors produced different results and are sum­
marized in Table 4. 

Although the items were not biased (as bias was not identified by 
the IRT software), the goodness-of-fit statistics show that significant dif­
ferences exist between the two subgroups. In order to identify the func­
tioning of the dis tractors, D-A plots were done for Items 11 and 18 and are 
given in Figure 3 and 4 respectively. 

In order to facilitate understanding and interpretations of the in for- . 
mation presented above, details of Items 11 and 18 are provided. 

Item 11 refers to the following information: 

A rope is tied to a mass of 8_0 kg which is at the. bottom of a 10 m 
cliff. A person pulls the mass up to the top of the cliff at a constant speed 
of 2.0 m S-I. 

Table 4 

Response rates and goodness-oj-fit indices Jor Items Il and 18 
Alternatives A B C D df x2 Q GI 

M% 15.6 55.1 ' 23.2 4.1 3 

Item M_Ab -0.29 0.72 ·0.02 -0.62 11.08 11.80 11.17 
#11 F_% 8.2 62.5' 21.1 6.5 3 

F_Ab -0.34 0.69 -0.03 -0.30 

M% 16.6 46.8' 18.8 13.4 3 

Item M_Ab -0.10 0.78 -0.01 -0.01 9.68 10.20 9.72 
#18 

F_% 9.1 54.0' 22.0 12.6 3 

F_Ab -0.36 0.82 -0.03 -0.21 

Note: M_%: Males-Percentage 
M_Ab: Mean Males-Ability Level in Logits 
F_%: F emales-Percentage 
F_Ab: Mean Females-Ability Level in Logits 
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(4.1) D '().62 

Males 	 FemalesFemales Males 

% Ability Ability % % Ability Ability % 
1.0 	 1.01.0 	 1.0 

B (54.0) 

(55.1) B • .-___---___=_ B (62.5) (46.8) B" 
0.82 

0.780.72 0.69 

(18.8;13.4) 

0.0 C;D0.0 	 0.0 

(232) C C (21.1) (16.6) 	 C (22.0)A 
(12.6)D (6.5) 	 D 

(15.6) A 
A (8.2) 	 A (9.1) 

-1.0 	 ·1.0 -1.0 -1.0 

Note: 	 AbIlIty Levels are In Logits 
A, B, C and D are alternatives 

Figure 3: D-A Plots for Item 11 Figure 4: D-A Plots for Item 18 

Item No 11: (neutral) 


At what average power does the person work? 


A. 	 40W C. 400W 

B.* 160W D. 1600W 

Item No 18: (neutral) 

A pole AB of length 10m and weight 800 N has its centre of gravity 4m 
from the end A, and lies on horizontal ground. The end B is to be lifted by 
a vertical force applied at B. What is the least force required to do this? 

A. 200 N C. 640 N 

B.* 320N D. 3200N 

With reference to Figure 3 and Item 11, females on average ofnearly 
equal ability (-0.30 and -0.34) selected options D and A, and this con­
trasted with the ability levels of males who chose the same distractors. 
Thus options A and D pose a greater challenge to females than to males, 
as a 0.33 logit difference exist "between males who chose option A as 
compared to those who chose D. Thus, distractors A and Dare function­
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ing differentially for the two subgroups under study and may have con­
tributed significantly to the difference between the subgroups, as illus­
trated by high values in goodness-of-fit statistics employed. 

The reverse seems to be true for Item 18 shown in Figure 4, equal 
ability male students (-0.01) are caught between choosing alternative C or 
D, where as the female students who opted for these two alternatives had 
about 0.18 log it difference between them. In both Items 11 and 18, it was 
noted that both males and females had failed to notice the clue given 
through the units provided beside the numeric solution. Furthermore, the 
approximate distance between the best and the other groups varied be­
tween the male and female subgroups. 

The above technique highlights the advantage ofexamining distractor 
bias through the chi-squared approach as it is based on the distribution of 
correct responses across ability levels. Rudner, Getson and Knight (l980b), 
have argued that this technique is not restricted to identifying bias for 
only one entire group but also for all associated subgroups. 

Discussion and Conclusion 

Although the underlying reasons for why particular distractors at­
tract a particular subgroup more than the other can be debated at length, 
the above methods of using X2, Qand G2 simultaneously highlight bias at 
the distractor level that may have been missed by conventional IRT soft­
ware. The chi-square methods employed above is relatively easier to imple­
ment as compared to the methods advocated by researchers examining 
DIP. Furthermore, extrapolation of the X2, Qand G2 statistics fordistractors 
is facilitated and simplified through the use of EXCEL spreadsheets. 

Furthermore, the use of distractors-ability level plots for subgroups 
graphically represents the choice of alternatives by the groups and high­
lights probable operating responses of the groups under examination. The 
distractors-ability plot is independent of indices of DIF/DIP and in addi­
tion opens up the possibility of calculating 'shift-indices' that may be 
indicative of true differential functioning of distractors, as the ability val­
ues are calculated independently of the sample and the items employed 
and thus reflect strong and meaningful estimates of the performance of 
the subgroups. 

The use of categorical data analysis techniques complements the 
findings based on the above plots and allows for consistent comparison 
between statistical procedures. Above all, this paper highlights the need 



DISTRACTORS-CAN THEY BE BIASED Too? 101 

for all those involved with tests and testing to attempt to look at distractor­
level differential functioning prior to devoting considerable thought to 
the item- and test-level biases as a test with substantial distractor bias 
indicates that different subgroups are responding differently. If this is so, 
then the test scores cannot be interpreted in the same manner for the dif­
ferent subgroups. However, the biggest challenge still exits in the report­
ing of these biases and/or differential functions at both school and 

class-levels. 
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